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Expectations of how machines use individuating

information and base-rates
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Abstract

Machines are increasingly used to make decisions. We investigated people’s beliefs

about how they do so. In six experiments, participants (total N = 2664) predicted how

computer and human judges would decide legal cases on the basis of limited evidence

— either individuating information from witness testimony or base-rate information.

In Experiments 1 to 4, participants predicted that computer judges would be more likely

than human ones to reach a guilty verdict, regardless of which kind of evidence was

available. Besides asking about punishment, Experiment 5 also included conditions

where the judge had to decide whether to reward suspected helpful behavior. Partici-

pants again predicted that computer judges would be more likely than human judges to

decide based on the available evidence, but also predicted that computer judges would

be relatively more punitive than human ones. Also, whereas participants predicted the

human judge would give more weight to individuating than base-rate evidence, they

expected the computer judge to be insensitive to the distinction between these kinds

of evidence. Finally, Experiment 6 replicated the finding that people expect greater

sensitivity to the distinction between individuating and base-rate information from

humans than computers, but found that the use of cartoon images, as in the first four

studies, prevented this effect. Overall, the findings suggest people expect machines to

differ from humans in how they weigh different kinds of information when deciding.
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1 Introduction

Autonomous computers perform a wide variety of tasks and are increasingly used in decision

making. Here we investigate people’s beliefs about how autonomous computers make

decisions. Specifically, we ask whether people expect computers and humans to differ in

how they prioritize information when deciding, and whether people expect computers to

differ from humans in the decisions they reach. This work brings judgment and decision

making research on the distinction between individuating information and base-rates into

contact with research on theory of mind and social cognition more generally. Also, this

work contributes to knowledge of people’s “theory of machine” — their lay beliefs about

the internal aspects of machine decision making (Logg, 2021; Logg et al., 2019).

Some recent work is broadly consistent with the possibility that people expect machines

to differ from humans in how they prioritize information when making decisions. For

example, children and adults expect robots to make different choices than humans when

faced with the same situation (Flanagan et al., 2021). Also, people often rate computers

and robots as less able than humans to have many mental states, but especially desires

and emotions (Bigman & Gray, 2018; Gray et al., 2007; Haslam et al., 2008; Weisman et

al., 2017). These findings suggest that people might expect computers to be oblivious to

emotional considerations when reaching decisions. Consistent with this, people do expect

computers to struggle with tasks that have a subjective element, and which depend on

emotions and intuitions (Castelo et al., 2019). For example, whereas people are similarly

willing to take advice from a human or computerized advisor for financial decisions (viewed

as depending on objective facts), they greatly prefer receiving advice from humans for

decisions viewed as having a subjective element, such as those pertaining to dating.

People also expect machines to exhibit uniqueness neglect — a tendency to treat situ-

ations in the same way, and to overlook distinctive circumstances (Longoni et al., 2019).

Consistent with this, people rate computerized medical practitioners as less able than hu-

man ones to recognize the uniqueness of their medical conditions. People are also reluctant

to recommend computers as medical practitioners for others when those individuals are

described as having unique medical conditions. Similarly, people may view machines as

comparatively inflexible — they might believe that computers are capable of doing only

what they have been programmed to do (Laakasuo et al., 2021; also see Kim & Duhachek

2020).

1.1 Two kinds of information

We investigate whether people expect humans and machines to differ in how they use two

kinds of information. Following classic work on judgment and decision making, we contrast

individuating information and base-rates (Kahneman & Tversky, 1973). As we will review,

people often make decisions by prioritizing individuating information, while neglecting

and underweighting base-rate information. We hypothesize that people likely expect their
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fellow humans to make decisions in this way. But people might not expect the same from

machines such as autonomous computers. For example, they might expect machines to give

similar weight to both kinds of information.

The priority people give to individuating information over base-rates is seen in the classic

cab problem. Participants learn about a taxicab involved in a hit-and-run (Bar-Hillel, 1980;

Tversky & Kahneman, 1977). The accident occurs in a city where 85% of the cabs are

blue and 15% are green. But a witness says the responsible cab is green, and this witness

reliably identifies the cabs by color 80% of the time. In this example, the witness testimony

is individuating information — it is specific to the cab that caused the accident. In contrast,

the information about the proportion of blue and green cabs is base-rate information —

rather than concerning a specific cab, it pertains to the distribution of cabs in the city.

This distinction is closely related to that between “inside” versus “outside” information

(e.g., Kahneman & Tversky, 1982; Lagnado & Sloman, 2004). Correctly determining the

liklelihood that the accident was caused by a green cab (41%) requires considering both

kinds of information. Specifically, it requires integrating the information via Bayes rule.

But people often neglect the base-rate information and instead focus on the testimony from

the witness.

People also prioritize individuating information over base-rate information in simpler

judgments where there is no need to integrate the two kinds of information and no need to

engage in complex math. For example, in research on legal decision making, participants

read about a bus company on trial for causing the death of woman’s dog (Wells, 1992).

Each participant had access to just one kind of evidence. For example, they either received

base-rate information to the effect that 80% of the buses in the area were operated by the

Blue Company (rather than a rival company), or they received individuating evidence that

witness testimony of 80% accuracy implicated a bus from the Blue company (individuating

information). Here, the type of evidence did not affect participants’ judgments about the

likelihood that the dog had been killed by a blue bus. But evidence type did affect recom-

mendation about the court case verdict. Participants were much more likely to recommend

a guilty verdict when the Blue Bus company was implicated based on individuating infor-

mation than on base-rates (for replications and extensions of this work, see Arkes et al.,

2012; Niedermeier et al., 1999; Turri et al., 2017).

Such findings suggest people give greater evidential weight to individuating information

than base-rate information in legal decisions (also see Koehler, 2001). However, people

might expect computers to be insensitive to the difference between these kinds of infor-

mation, and to treat the two kinds of information similarly. This prediction might reflect

beliefs that computers make decisions based on purely numerical and statistical consider-

ations, without insight into what the numbers and statistics actually mean (Searle, 1980;

Weisman et al., 2017). In the example of the bus that runs over a dog, a computer might

be expected to treat statistical evidence equivalently regardless of whether this evidence is

specifically about the bus that ran over the dog (individuating information) or about the
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distribution of buses in the city (base-rate information).

1.2 The current experiments

Across six experiments, we investigated the hypothesis that people expect computers to be

less sensitive than humans to the distinction between individuating and base-rate informa-

tion. In our first four experiments, participants read different versions of the court case

stemming from an accident where a bus runs over a woman’s dog. Whereas the focus

of earlier work was on participants’ own recommendations of whether one bus company

should be found guilty (e.g., Wells, 1992), our studies mainly focused on their predictions of

others’ judgments. Specifically, we asked participants to predict whether a human judge and

a machine judge would reach this verdict. Following Bigman and Gray (2018), we probed

judgments about machines by asking them to consider the workings of an autonomous

computer.

The findings from the first four experiments prompted us to consider further hypotheses

we had not considered at the outset: (1) People might expect machines to initiate punishment

on the basis of less evidence than a human would require; (2) people might expect machines

to also make other kinds of decisions based on less evidence than a human would require;

and (3) people’s predictions of how computers will weigh evidence might depend on how

scenarios about computers are conveyed. Our final experiments examined these hypotheses,

while using somewhat different methods than the earlier experiments.

1.3 General methods

Preregistrations, data, and code for all experiments are available at https://osf.io/85taj/. In

each experiment, participants were residents of the United States, and tested using Qualtrics

and CloudResearch. We used the “block low quality participants” option and required

participants to have a HIT approval rate of 95–100% over at least 100 prior HITS. In each

experiment, we also blocked individuals who had completed any prior experiment in the

series. After completing the main task in each experiment, participants answered multiple-

choice attention checks and questions about their age and gender. We excluded participants

who failed any of the attention check questions and participants who neglected to respond

to any test questions. We analyzed results from all experiments except Experiment 4 using

ANOVAs. In Experiment 4, results were analyzed using a generalized estimating equations

model for binary logistic data.1

1Our preregistratrations specified running generalized estimating equation models for all experiments.

However, switching to ANOVAs did not change any major results.
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2 Experiments 1 to 4

In each of these experiments, participants read about a court case where the Blue Bus

Company is on trial for causing the death of a woman’s dog, and then predicted whether

the bus company would be found guilty. In each experiment, we manipulated two factors,

evidence type and judge type. The evidence against the bus company came either from

witness testimony or from base-rates concerning the percentage of Blue and Green buses

operating in the area. The judge deciding the case was either a regular human judge or

an autonomous computer system, though one experiment also included a condition where

participants responded as though they were the judge deciding the case.

We report these experiments together because they all yielded the same pattern of find-

ings. Participants in each experiment were sensitive to the difference between individuating

information and base-rates, but the effect was never as pronounced as in Wells’ (1992)

original research. Most methodological changes across these experiments were adopted to

see if we could come closer to replicating the original patterns2; see Table 1 for a summary

of the design of each experiment. For example, whereas our experiments primarily asked

participants to predict whether a judge would find the Blue company guilty, Experiment

2 included a condition where participants gave their own judgment of whether they them-

selves would convict the company, much as Wells (1992) had asked participants for their

recommendations.

Table 1: Summary of the experimental designs of Experiments 1 to 4.

Experiment Evidence Judge Rates Measure

1 between within 85% vs 15% 7-point Likert

2 within between 85% vs 15% 7-point Likert

3 within between 98% vs 2% 7-point Likert

4 within between 80 % vs 20% yes-or-no

2In retrospect, the differences in findings are unsurprising. One reason is that our experiments differed

from those of Wells (1992) in many ways. For example, our scenarios were much shorter. Another reason is

that other experiments that did use the original stories reported smaller differences between conditions than the

original paper (e.g., Arkes et al., 2012; Niedermeier et al., 1999). We should also mention that the diminished

effect of type-of-evidence that we observed could not just have resulted from order effects and our use of

within-subject manipulations. Consider our fourth experiment, which asked for binary judgments (as did the

original experiments). When restricting the results to the first type of evidence each participant saw, 62% of

participants thought the human judge would punish based on witness testimony and 44% thought the human

judge would convict with base-rates. By comparison, the Experiment 1 in Wells 1992) had corresponding

rates of 67% and 8%.
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2.1 Method

2.1.1 Participants

In Experiment 1, we tested 234 participants (Mage = 41.27, SD = 12.37; range = 22–83;

39% female); an additional 17 were excluded. In Experiment 2, we tested 317 participants

(Mage = 40.16, SD = 12.07; range = 18–77; 49% female); an additional 34 were excluded.

In Experiment 3, we tested 236 participants (Mage = 39.89, SD = 12.51; range = 18–78; 44%

female); an additional 17 participants were excluded. Finally, in Experiment 4, we tested

235 participants (Mage = 41.62, SD = 13.59; range = 20–79; 48% female); an additional

15 were excluded. In these experiments, we attempted to recruit enough participants so

that we would have about 100 per between subjects condition after exclusions; the sample

size in Experiment 2 was larger than in the other experiments because it had three between

subjects conditions rather than two.

2.1.2 Procedure

In Experiment 1, evidence type was manipulated between subjects; see Figure 1 for sample

stimuli. In the base-rate condition, 85% of buses were owned by the Blue Bus Company,

and 15% were owned by the Green Bus Company; in the witness condition, 85% of

witnesses said the accident was caused by a blue bus, and 15% said it was caused by a

green one. Judge type was manipulated within subjects with each participant predicting

whether the computer and human judges would convict the company. The test question

for each judge was presented on a separate screen and presentation order was random.

Participants indicated predictions using a 7-point Likert scale ranging from “Definitely No”

(1) to “Definitely Yes” (7).

In Experiment 2, judge type was manipulated between subjects. After first reading about

the case, participants either learned it would be decided by a regular human judge, an au-

tonomous computer system, or the participant themselves. Evidence type was manipulated

within subjects. Across separate screens (presented in random order), participants were

asked to imagine two hypothetical situations differing in the kind of evidence suggesting the

Blue Bus Company was responsible. The base-rate evidence again specified that 85% of the

buses in the area were owned by the Blue company, and that 15% were owned by the Green

company. The witness evidence now came from a single witness who said the accident was

caused by a blue bus. This witness was described as accurate at differentiating the buses

85% of the time, and inaccurate 15% of the time. After reading about each kind of evidence,

participants used a 7-point Likert scale to rate how likely the judge would be to convict the

Blue Bus Company and force them to pay damages (“How likely [is JudgeComp / is Judge

Brown / are you] to convict the Blue Bus Company and force them to pay damages”). This

scale ranged from “Extremely Unlikely” (1) to “Extremely Likely” (7).

Experiment 3 was identical to Experiment 2, except for two changes: First, we removed

the condition where participants served as the judge. Second, rather than contrasting
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Figure 1: Sample stimuli from Experiment 1 (top) and Experiment 2 (bottom). The top panel

shows stimuli from the base-rate condition in Experiment 1. Presentation order of the final

two slides was randomized. The bottom panel shows stimuli for the computer judge condition

from Experiment 2. Information and questions about each kind of evidence appeared on

further slides without images, with presentation order again randomized.

percentages of 85% and 15%, the evidence now contrasted 98% and 2%.

Finally, Experiment 4 used the same procedure as Experiment 3, except the evidence

contrasted the percentages 80% and 20%, and participants responded to a yes/no question

about whether the Blue company would be convicted. Both of these changes were adopted

to more closely match Wells’ (1992) original methods.

2.2 Results

Figure 2 shows ratings across the four experiments. In each analysis, the predictors were

evidence and judge type. As we detail below, the overall pattern of findings was the same

in each experiment. In each, we observed significant main effects of both predictors:

Participants were more likely to predict a guilty verdict when the case rested on witness

testimony than base-rates, and when the verdict was decided by a computer judge rather

than a human. The interaction between these factors, though, was always non-significant.

634

http://journal.sjdm.org/vol17.3.html


Judgment and Decision Making, Vol. 17, No. 3, May 2022 Computers vs. judges

1

4

7

baserate witness

ra
ti
n

g
s

Experiment 1

1

4

7

baserate witness

ra
ti
n

g
s

Experiment 2

1

4

7

baserate witness

ra
ti
n

g
s

Experiment 3

0

1

baserate witness
ra

ti
n

g
s

Experiment 4

computer

human

participant

Figure 2: Mean conviction ratings in Experiments 1 to 4. Error bars show 95% confidence

intervals.

2.2.1 Experiment 1

The ANOVA revealed a main effect of evidence type, F(1, 232) = 40.41, p < .001, [p
2 =

.15, a main effect of judge type, F(1, 232) = 52.85, p < .001, [p
2 = .19, but no significant

interaction, F(1, 232) = 0.14, p = .710, [p
2 < .01.

2.2.2 Experiment 2

The ANOVA revealed a main effect of evidence type, F(1, 314) = 31.99, p < .001, [p
2 =

.09, a main effect of judge type, F(2, 314) = 9.02, p < .001, [p
2 = .05, and no significant

interaction, F(2, 314) = 0.34, p = .713, [p
2 < .01. This experiment contrasted judgments

for three kinds of judges (manipulated between subjects): A computer, a human, and the

participant themselves. Pairwise comparisons (Tukey method) revealed that participants

gave greater predictions of a guilty verdict in the condition where the judge was a computer

(M = 5.30) than in the conditions where the judge another human (M = 4.61; p = .007),

or the participant themselves (M = 4.36; p = .002). There was no significant difference in

ratings between the latter two condition, p = .497.

2.2.3 Experiment 3

The ANOVA revealed a main effect of evidence type, F(1, 234) = 26.60, p < .001, [p
2 =

.10, and a main effect of judge type, F(1, 234) = 11.31, p < .001, [p
2 = .05, p = .023, but no

significant interaction, F(1, 234) = 3.49, p = .063, [p
2 = .01.
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2.2.4 Experiment 4

The generalized estimating equations model revealed a main effect of evidence type, F (1)

= 10.97, p = .001, a main effect of judge type, F (1) = 4.59, p = .032, but no significant

interaction, F (1) = 0.53, p = .466.

2.3 Discussion

In sum, participants thought that a guilty verdict would be more likely when evidence came

from eye-witness testimony than base-rates, and when the case was decided by a computer

rather than a human judge. Contrary to our expectations, though, these factors did not

interact — participants did not expect the computer judge to give relatively more weight

than the human judge to base-rate information (or relatively less weight to the individuating

eyewitness testimony).

Although the findings did not support our original hypothesis, they nonetheless suggest

differences in people’s beliefs about how computers and humans reach decisions. One

explanation for our findings is that participants expected the computer judge would commit

to punitive decisions based on less evidence than a human would require. Such hair-trigger

commitment could have worrisome consequences, if it happened in real life. In legal

decisions, it might be expected to lead to rash decisions about who should be arrested and

convicted, and in military decisions it might lead to rash decisions about who should be

considered an enemy and targeted for fire. Another possibility, however, is that people

might expect that machines will be more likely to reach decisions based on less information

than humans, irrespective of outcome. That is, people might expect a computer judge to be

equally as likely to give credit and rewards as it would to impose punishments, in each case

based on less information than a human judge would require. We tested these accounts in

our next experiment.

3 Experiment 5

Participants read about a taxi that either harmed or helped a woman: it either ran a

woman over and badly injured her, or it rushed an already-injured woman to a hospital.

Some evidence connected the Blue Taxi Company with the incident. As in the previous

experiments, this either came from witness testimony or from base-rates. In the harm

version, participants predicted whether a computer judge and a human judge would each

punish the Blue company. In the help version, participants predicted whether these judges

would reward the taxi company.
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3.1 Method

3.1.1 Participants

We tested 707 participants (Mage = 41 years, SD = 13.36; range = 19–89; 39% female); an

additional 148 participants were excluded. We recruited a larger sample for this experiment

because it used a 2X2X2 design, whereas the previous experiments featured 2X2 designs.

3.1.2 Procedure

This experiment used a slightly different method than those previous. For example, rather

than conveying vignettes with images across a series of slides, the vignette was now a

written story with no images. Also, we changed the story so that it was about an incident

involving a taxi, rather than a bus; see Figure 3 (left). These changes were adopted mostly so

that we could easily examine judgments about comparable harmful and helpful outcomes.

Figure 3: Script and ratings in Experiment 5. In the script, square brackets show text ma-

nipulated across conditions. Each participant was asked test questions about both judges

(order randomized across participants). In the plot, error bars show 95% confidence inter-

vals.

Event type (harmful, helpful) and evidence-type (base-rates, witness) were both ma-

nipulated between subjects. In the harmful condition, the taxi ran over a woman, injuring

her; in the helpful condition, the woman was already injured and the taxi rushed her to the

hospital. Judge type (computer, human) was manipulated within subjects. The test question

for each judge was presented on a separate screen and presentation order was random. Par-

ticipants indicated the likelihood that each judge would punish or reward the Blue company

using a 7-point Likert scale ranging from “Very Unlikely” (1) to “Very Likely” (7).
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3.2 Results

Figure 3 (right) shows participants’ ratings. An ANOVA with the predictors evidence type,

judge type, and event type revealed main effects of evidence type, F(1, 703) = 4.02, p =

.045, [p
2 < .01, judge type, F(1, 703) = 152.88, p < .001, [p

2 = .18, and event type, F(1,

703) = 62.83, p < .001, [p
2 = .08. Participants thought the computer was overall more

likely than the human judge to decide based on the evidence. They also thought judges

were overall more likely to reward the taxi company (woman was helped) than to punish it

(woman was harmed).

The analysis also revealed significant 2-way interactions between event type and judge

type, F(1, 703) = 11.44, p < .001, [p
2 = .02, and between evidence type and judge type, F(1,

703) = 36.49, p < .001, [p
2 = .05. The interaction between event type and evidence type

was non-significant, F(1, 703) = 1.88, p = .171, [p
2 < .01, as was the 3-way interaction,

F(1, 703) = 0.24, p = .622, [p
2 < .01.

The event type X judge type interaction resulted because although participants thought

the computer would be overall more likely than the human to decide based on the evidence,

this effect was greater when punishing the company, Mdifference = 0.88, SE = 0.08, p < .001,

than when rewarding it, Mdifference = 0.50, SE = 0.08, p < .001. As we revisit below, this

finding supports both explanations for why participants in Experiments 1 to 4 predicted the

computer would be more likely than the human judge to convict.

The evidence type X judge type interaction resulted because participants thought the

human judge would be more like to decide based on witness testimony than base-rates,

Mdifference = 0.53, SE = 0.12, p < .001, whereas ratings for the computer judge did not

significantly vary based on evidence type, Mdifference = -0.14, SE = 0.11, p > .183. These

findings contrast the findings from Experiments 1 to 4 and are consistent with our original

hypothesis.

3.3 Discussion

Participants thought that computers would be overall more likely than humans to base

decisions on the uncertain evidence available. They also thought this difference would

be especially apparent for decisions to punish. As such, the findings separately support

both explanations we had offered for why participants in Experiments 1 to 4 thought the

computer judge would be more likely than the human to punish. Also, participants now

expected humans to give relatively more weight than computers to individuating evidence,

compared with evidence from base-rates. This was the hypothesis that originally motivated

the present research, but it was not supported in Experiments 1 to 4.3

3These findings came as a surprise to us! By the time we conducted this experiment, we had given up on

our original hypothesis, and were mainly trying to better understand why participants predicted the computer

judge would be more likely than the human one to reach a guilty verdict.
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Why did participants in this experiment, but not in any of the previous four, expect

the computer judge to be insensitive to the difference between individuating and base-rate

evidence? This could come down to methodological differences between this experiment

and the first four. For example, participants in the earlier experiments saw cartoon-like

images of the judges, whereas in this experiment, participants read text only. The cartoon-

like images may have prompted participants to treat the scenarios as purely fictional stories,

a context where human-like computers might seem reasonable. So, participants who saw

images may have anthropomorphized the computer, viewing it somewhat more like a human

agent than a real computer. Also, participants in the earlier experiments read about a less

serious accident than did participants in the “punish” condition of this experiment (i.e.,

a dog being killed versus a woman being injured). Perhaps this difference also somehow

impacts participants’ expectations about computer judges. We conducted a final experiment

to examine whether either of these methodological differences might impact participants

judgments.

4 Experiment 6

Participants read about a taxi that either injured a woman or killed her dog, and they either

saw cartoon-like images of the judges or read text only. As in the earlier experiments, the

Blue Taxi Company was suspected because of witness testimony or base-rates.

4.1 Method

4.1.1 Participants

We tested 935 participants (Mage = 40 years, SD = 12.65; range = 19–80; 48% female); an

additional 65 participants were excluded.

4.1.2 Procedure

Participants read a vignette about a taxi accident in a 2X2X2X2 design. Three factors were

manipulated between subjects: whether the accident was more or less serious (i.e., woman

injured versus dog killed); whether participants saw cartoon-like images of the judges or

read text only; and whether the Blue Bus Company was suspected because of witness

testimony or base-rates. Judge type (computer, human) was manipulated within subjects.

Figure 4 (left) shows a screenshot of the vignette and text question about the computer judge

in the condition where participants saw cartoon-like images. Participants again indicated

the likelihood that each judge would punish the Blue company using a 7-point Likert scale

ranging from “Very Unlikely” (1) to “Very Likely” (7).
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Figure 4: Sample stimuli and ratings from Experiment 6. The left panel shows a screenshot

from the condition where participants saw cartoon-like images of each judge. The text-only

version was identical except the image did not appear, so the text was not indented. In the

plot, error bars show 95% confidence intervals.

4.2 Results

Figure 4 (right) shows participants’ ratings. As preregistered, we examined the results

using two separate 2X2X2 analyses. Both analyses included evidence type and judge type

as predictors, so they only differed in the remaining predictor. In one analysis, this was

format (cartoon, text only); in the other analysis, it was seriousness (dog killed, woman

injured).

4.2.1 ANOVA with format

This analysis revealed main effects of evidence type, F(1, 931) = 21.62, p < .001, [p
2 = .02,

and judge type, F(1, 931) = 196.82, p < .001, [p
2 = .17, but no main effect of format, F(1,

931) = 0.42, p = .519, [p
2 < .01. Participants again thought punishment was more likely

when evidence was witness testimony than base-rates, and when the judge was a computer

rather than a human. The analysis also revealed a significant 2-way interactions between

evidence type and judge type, F(1, 931) = 26.72, p < .001, [p
2 = .03, but the other 2-way

interactions were non-significant: evidence type by format, F(1, 931) = 1.83, p = .177, [p
2

< .01, and cartoon type by judge type, F(1, 931) = 0.70, p = .402, [p
2 < .01. The 3-way

interaction was also significant, F(1, 931) = 5.38, p = .021, [p
2 < .01.

To better understand the 3-way interaction, we examined whether participants were

sensitive to the distinction between witness testimony and base-rates for each of the four

combinations of judge and format. Participants thought the human judge would be more

likely to punish based on witness testimony than base-rates, both when they saw cartoons,

Mdifference = 0.76, SE = 0.16, p < .001, and when they read text only, Mdifference = 0.72, SE

= 0.17, p < .001. In contrast, whereas participants who saw cartoons also expected the

computer judge to be sensitive to the type of evidence, Mdifference = 0.47, SE = 0.16, p =
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.003, participants who saw only text did not expect this, Mdifference = 0.05, SE = 0.16, p =

0.760. Together, this suggests variations in findings across the earlier experiments resulted

because participants in Experiments 1 to 4 saw cartoon-like images of the computer judge,

whereas participants in Experiment 5 did not.4

4.2.2 ANOVA with seriousness

This analysis again revealed main effects of evidence type, F(1, 931) = 21.28, p < .001,

[p
2 = .02, and judge type, F(1, 931) = 195.71, p < .001, [p

2 = .17, and no main effect of

seriousness, F(1, 931) = 0.02, p = .888, [p
2 < .01. All interactions involving seriousness

were non-significant: evidence type by seriousness F(1, 931) = 0.41, p = .524, [p
2 < .01;

judge type by seriousness, F(1, 931) = 1.24, p = .267, [p
2 < .01; 3-way interaction, F(1,

931) = 0.16, p = .691, [p
2 < .01. Hence, the only significant interaction was the 2-way

interaction between evidence type and judge type, F(1, 931) = 26.93, p < .001, [p
2 = .03. It

resulted because participants thought the human judge would be more like to decide based

on witness testimony than base-rates, Mdifference = 0.74, SE = 0.12, p < .001, whereas ratings

for the computer judge did not significantly vary based on evidence type, Mdifference = 0.20,

SE = 0.11, p = .073.

4.3 Discussion

Participants again expected humans to be more sensitive than computers to the distinction

between witness testimony and base-rates. But this sensitivity depended on the way vi-

gnettes were presented, and specifically on whether participants read text only, or instead

saw a cartoon-like image of the computer judge. Participants’ judgments were not affected,

though, by the seriousness of the accident in the vignette. Also, as in all the previous

experiments, participants again thought a computer judge would be overall more likely than

a human one to punish.

5 General Discussion

We examined whether people expect machines to differ from humans in how they make

decisions. In our experiments, participants predicted whether computer and human judges

would find a transit company guilty for causing an accident. Our original hypothesis was that

people would expect human and computer judges to differ in their treatment of individuating

information and base-rates. Besides finding support for this hypothesis (though with some

4This conclusion was further suggested by separate 2(format: cartoon, text only) X 2(evidence type:

witness, base-rates) analyses conducted for each type of judge. With the human judge, there was a main effect

of evidence type, p < .001, but no main effect of format and no interaction, ps ≥ .845. But with the computer

judge, the interaction was significant, p = .023, and the main effects were not, ps ≥ .066. This again suggests

that the format impacted people’s expectations about the computer judge.
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caveats), our studies also uncovered other ways people expect humans and computers to

differ when making decisions.

Overall, our findings support the idea that people expect humans and computers to differ

in how they prioritize different kinds of information. Specifically, in the final two experi-

ments, participants anticipated that a human judge would be more swayed by individuating

information than base-rates, while expecting a computer judge to treat these two kinds of

evidence equivalently. This finding fits with the possibility that people often expect com-

puters to make numerical and statistical decisions without understanding what the numbers

and statistics mean, or where they come from.

This said, participants’ responses only fit this belief when the vignettes did not include

cartoon-like images of the computer judge. When images were included, participants

predicted that the computer and human judges would be similarly sensitive to the distinction

between individuating evidence and base-rates. We suspect that the cartoon-like image

encouraged participants to treat the scenario as purely fictional stories. In stories, human-

like computers might seem reasonable and so this might diminish expectations about how

decisions by humans and computers will differ. If this account has merit, we might likewise

expect predictions of computer and machine decision-making to vary depending on how

much the machines resemble humans, as this strongly impacts whether machines (and other

non-human agents) are likely to be anthropomorphized and treated as having mental states

(for reviews see Marchetti et al., 2018 and Waytz et al., 2013).

Participants also expected computer and human decision making to differ in other ways.

One other difference is that participants predicted computers would be more likely than

humans to make consequential decisions based on probabilistic evidence. This difference

between expectations about computers and humans was apparent in all six experiments and

was robust across many manipulations, both within and across experiments, and it held

up regardless of whether participants saw images of the judges or read text only. We saw

this difference for decisions about both punishment and reward; for individuating evidence

and base-rate evidence; for evidence with more moderate odds (80%) and very high odds

(98%); for responses to both Likert scales and yes/no questions.

Another related difference is that participants predicted computers would be more likely

than humans to punish. This finding was observed in the fifth experiment, which compared

predictions about reward and punishment. Whereas participants predicted the human judge

would be much less likely to punish than reward, they predicted the computer would be just

a bit less likely to punish than reward. It is worth acknowledging, though, that this difference

may have resulted because the harmful act in our vignette was viewed as more extreme than

the helpful one — the negative valence of being guilty of a hit-and-run is probably greater

than the positive valence of voluntarily driving an injured woman to a hospital.

Both of these differences between expectations about computers and humans could result

from the same underlying belief. Specifically, people might believe that computers lack the

metacognitive capacity to feel uncertain — a belief that may be accurate for now (Fleming,
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2021a, pp. 193-203; Fleming, 2021b). Further evidence that people hold this belief comes

from findings that people explicitly deny that computers and robots are conscious and

self-aware (Weisman et al., 2017). Feeling doubt and uncertainty may be important for

refraining from committing to decisions, especially when the cost of a potential error is

high — as is true with wrongfully punishing someone (see Zamir & Ritov, 2012). Hence,

participants may have predicted the computer judge would decide based on the evidence

because they thought it could not be deterred by doubt.

Together, our findings are informative about people’s beliefs about how machines make

decisions, and how this differs from human decision making. Hence, the findings are

informative about people’s theory of machine (Logg et al., 2019), though they could also be

characterized as informing us about people’s understanding of how machine minds differ

from human ones. The present experiments also initiate a new connection between ‘theory

of mind’ and judgment and decision making. Research on theory of mind examines the

abilities to infer how humans and other agents think and feel, and to predict how they will

act in light of these mental states. But, research in theory of mind has not often capitalized

on distinctions discovered by judgment and decision making researchers, such as contrasts

between individuating and base-rate information.

Our findings may also relate to algorithm aversion — people’s misgivings about entrust-

ing computers and other machines with certain decisions (for an overview see Burton et

al., 2020). People are often averse to entrusting machines with moral decisions (Bigman &

Gray, 2018), decisions viewed as subjective and as requiring intuiton (Castelo et al., 2019),

and decisions where it seems important to consider factors that have elements which make

them unique and distinctive (Longoni et al., 2019). People also avoid relying on machines

after seeing them make mistakes, even when the decision to instead rely on a human prevents

people from maximizing earnings (Dietvorst et al., 2015).

Although we did not examine algorithm aversion, our findings raise the possibility

that misgivings about machine decision making may sometimes result in concerns that

machines will decide based on weaker evidence than most humans would feel is necessary.

This concern might not strongly affect people’s trust in allowing machines to make decisions

that confer benefits or assign rewards. But the concern could make people weary about

entrusting algorithms with decisions that have the potential to cause harm. If so, we

might expect to see an asymmetry in which moral decisions are most affected by algorithm

aversion.
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