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Are the symptoms really remitting? How the subjective interpretation

of outcomes can produce an illusion of causality
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Abstract

Judgments of a treatment’s effectiveness are usually biased by the probability with which the outcome (e.g., symptom

relief) appears: even when the treatment is completely ineffective (i.e., there is a null contingency between cause and

outcome), judgments tend to be higher when outcomes appear with high probability. In this research, we present ambiguous

stimuli, expecting to find individual differences in the tendency to interpret them as outcomes. In Experiment 1, judgments

of effectiveness of a completely ineffective treatment increased with the spontaneous tendency of participants to interpret

ambiguous stimuli as outcome occurrences (i.e., healings). In Experiment 2, this interpretation bias was affected by the

overall treatment-outcome contingency, suggesting that the tendency to interpret ambiguous stimuli as outcomes is learned

and context-dependent. In conclusion, we show that, to understand how judgments of effectiveness are affected by outcome

probability, we need to also take into account the variable tendency of people to interpret ambiguous information as outcome

occurrences.
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1 Introduction

Most decisions that we make every day are based on causal

knowledge. For example, we could take a painkiller because

we think that it will help us reduce our headache; or we

could use the seatbelt when driving, in the belief that it will

prevent damage in case of car accident. These are decisions

that imply a causal link between two types of events: causes

(taking a pill, using the seatbelt) and effects or outcomes

(symptomatic relief, damage prevention). Since decisions

of this kind could be of high relevance for our survival or

quality of life, it would be desirable that the causal beliefs

that guide them are accurate. However, as we will later

explain, this is not always the case: people could insist on

taking a completely ineffective treatment (pseudomedicine)

because they erroneously believe it has beneficial effects; or

they could decide not to use the seatbelt because they fail to

see the preventive causal link between this safety measure
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and accidental damage. Thus, it is important to conduct

research on how causal knowledge can be biased, and on the

individual differences that explain why some people could

be more prone to errors.

In this research endeavor, we need first to address how

causal beliefs are formed through the process of causal learn-

ing. This often involves learning the contingency, or statisti-

cal correlation, between the potential cause and the outcome.

One of the many ways in which this contingency informa-

tion can be obtained is from the direct experience with both

events. For the simplest case, with only one cause and one

outcome, and assuming that both variables are binary (either

they occur or they do not), there are four possible events that

one can experience: type a trials (both the cause and the

outcome occur), type b trials (the cause occurs, but the out-

come does not), type c trials (the cause, but not the outcome,

occurs), and type d trials (neither occurs). These types of

trial (a, b, c, and d) could appear with different frequencies.

One could use this information to compute an index of con-

tingency, such as Δ% (Allan, 1980; see alternative rules in

Perales & Shanks, 2007):

Δ% = %($ |�) − %($ |¬�) =
0

0 + 1
−

2

2 + 3
(1)

As Equation 1 shows, the index assesses the difference

between two conditional probabilities: the probability of the

outcome conditional on the presence of the cause, %($ |�),

and the probability of the outcome conditional on the ab-

sence of the cause, %($ |¬�). If the outcome is more likely

to appear in the presence of the potential cause than it is in

the absence of the potential cause, then the ΔP index will
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take a positive value, indicating that there is some degree of

contingency between the two events, and suggesting a causal

link. For example, if a given food item produces allergic

symptoms, one would observe that the allergic reaction ap-

pears more often after taking the food than after not taking it.

A negative value of Δ% indicates the opposite relationship:

%($ |�) is smaller than %($ |¬�). For example, the prob-

ability of serious damage in case of car accident is smaller

when one uses the seatbelt than when one does not. Finally,

and what is more relevant for our study, there are situations

in which both probabilities are equal, thus yielding a Δ%

value of 0. This is a null contingency setting that normally

implies the absence of a causal link. For example, using a

pseudoscientific treatment for a serious disease will probably

not improve the chances of healing as compared to when no

treatment, or a placebo, is taken (Yarritu, Matute & Luque,

2015).

A great deal of evidence indicates that people (and other

animals) are capable of detecting contingency, and that they

can use this information for making causal judgments and de-

cisions (Baker, Mercier, Vallée-Tourangeau & Frank, 1993;

Blanco, Matute & Vadillo, 2010; Rescorla, 1968; Shanks

& Dickinson, 1988; Wasserman, 1990). However, research

has documented some factors that bias contingency estima-

tions, particularly in null contingency settings. Perhaps the

most widely studied of these biases is the outcome-density

effect (OD): Given a fixed (usually null) contingency value,

judgments will systematically increase above zero when the

marginal probability of the outcome, %($), is high, com-

pared to when it is low (Alloy & Abramson, 1979; Buehner,

Cheng & Clifford, 2003; Moreno-Fernández, Blanco &

Matute, 2017; Musca, Vadillo, Blanco & Matute, 2010).

This is a robust effect that has been replicated, and that

could lead to causal illusions (perception of causal links in

situations in which there is none; see for review Matute et

al., 2015; Matute, Blanco & Díaz-Lago, 2019). These mis-

taken beliefs could, in turn, entail serious consequences, as

they could underlie illusions of effectiveness of pseudosci-

entific medicine (Matute, Yarritu & Vadillo, 2011), and con-

tribute to maintain social prejudice (Blanco, Gómez-Fortes,

& Matute, 2018; Rodríguez-Ferreiro & Barberia, 2017).

Given the importance of understanding both accurate and

biased contingency detection to make sense of people’s

causal beliefs and decisions, it would be useful to find out

whether some individuals are more likely to bias their judg-

ments than others. Consequently, many researchers in the

field of contingency learning have shifted their interest to-

ward finding evidence for individual differences in contin-

gency detection (Byrom, 2013; Byrom & Murphy, 2017;

Sauce & Matzel, 2013). Thus, we know that people differ

in their sensitivity to the OD effect. For example, while

the OD bias seems quite prevalent in the general popula-

tion, people with mild dysphoria are more resistant to this

manipulation (i.e., depressive realism, Alloy & Abramson,

1979; Msetfi, Murphy & Simpson, 2007). Believers in the

paranormal can also show stronger OD biases when facing a

contingency learning task on an unrelated domain (Blanco,

Barberia & Matute, 2015; Griffiths, Shehabi, Murphy &

Le Pelley, 2018). Additionally, people can selectively dis-

play a stronger/weaker OD bias depending on the content of

the materials, and how it contradicts/reaffirms their previous

attitudes (Blanco et al., 2018). Finally, even more subtle dif-

ferences such as assuming a higher or lower base-rate for the

outcome can in fact modulate the OD bias, making it stronger

or weaker, because the actual %($) observed during the ex-

periment can be interpreted as high or low depending on the

one that was previously assumed (Blanco & Matute, 2019).

1.0.1 When the OD (outcome-density) bias depends on

our interpretation

The study we have just mentioned (Blanco & Matute, 2019)

illustrates that people who receive identical or similar infor-

mation (a null contingency made up of a sequence of type a,

b, c, and d trials) can produce weaker OD biases when they

interpret that the %($) they observed is actually lower than

the one they should expect (Experiment 1). Additionally,

they also would produce the opposite, stronger OD biases,

when they judge that the %($) they saw is higher than they

were expecting (Experiment 2). That is, not only the actual

level of %($) matters for developing the OD bias, but the

interpretation that the participant makes is also important.

This opens the question of whether all people tend to in-

terpret outcome occurrences in the same way, when it comes

to learning a contingency or grasping a potential causal re-

lationship. In real life, it is often not clear when an outcome

has occurred. Consider a person who is treating his/her com-

mon cold with a treatment. At the beginning of the treatment,

the symptoms are intense and easy to recognize. However,

as the disease resolves and health improves, symptoms be-

come less severe, making them sometimes difficult to detect

or categorize as such: If I cough less frequently today than

I did yesterday, I could either interpret it as a healing (i.e.,

an outcome occurrence), or instead focus on the fact that I

am still coughing, so I am not completely healed (that is, a

no-outcome trial). Note that depending on my interpretation

of what counts as an outcome, the overall %($) that I will

experience will likely be very different, and the contingency

may also be affected. Thus, the interpretation of outcome

information can in fact determine the judgment of causal-

ity (in this case, the judgment about the effectiveness of the

treatment). Therefore, this could be a potential source of

individual variability in the sensitivity to the OD bias: given

the same level of actual %($), people might produce very

different judgments of causality because of their interpreta-

tions of outcome events.

If different interpretations of outcome events are possible,

it is because, in real life, many relevant outcomes are usually
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continuous (i.e., they are a matter of degree) and variable.

By contrast, in the great majority of experiments, they are bi-

nary (they either occur or not) and fixed. A recent exception

are the studies conducted by Chow and colleagues (Chow,

Colagiuri & Livesey, 2019). In their experiments, partic-

ipants rated how effective a medicine was, after seeing a

series of trials in which the medicine and the outcome (heal-

ing) could either be present or not (i.e., the four trial types

described above), as it is common in the literature on this

topic. However, instead of presenting outcome information

in a binary fashion (i.e., “present”/“absent”), they conveyed

this information as a number describing the “health level” of

the patient, thus creating the impression that outcomes were

continuous. Additionally, trials defined as outcome-present

did not always depict exactly the same health level. Instead,

some random variation was added (i.e., the outcomes were

variable rather than fixed). This is a more ecological setting

than previously used ones, as many real-life situations (such

as judging whether a treatment is working for a common

cold) can be better thought as involving continuous and vari-

able outcomes. Although this type of presentation implies

that the task becomes more difficult (i.e., it is harder to as-

certain whether the outcome took place or not, or whether

our health is actually improving or not, if the outcome takes

an intermediate value), the results clearly indicated that the

OD bias appears systematically, with similar size, both in

binary-fixed outcome conditions and in continuous-variable

outcome conditions.

It has been hypothesized (Chow et al., 2019; Marsh &

Ahn, 2009) that, when presented with the information of a

continuous outcome, people spontaneously categorize this

information into one of the four categories (type a, b, c,

and d trials). That is, despite the information is continuous,

the usual interpretation by the participant reduces it to a

discrete value (either the event took place or not). Chow

et al.’s (2019) study did not consider potential differences

between participants in their tendency to classify a given

outcome value as an outcome occurrence/absence, since this

was not the aim of their research. However, as we illustrated

above, these differences could exist in real-life situations

involving continuous and variable outcomes (because they

can be interpreted in various ways). For example, some

people would subjectively interpret their 10% symptomatic

remission as an outcome (i.e., healing), while others would

make the opposite classification because 10% is too small a

change.

In this task of interpreting and classifying outcomes, per-

ceptual processes may play an important role, as they are key

to discriminating different stimuli (in this case, “outcome”

vs. “no outcome”). In fact, individual differences in the ten-

dency to detect meaningful patterns in ambiguous perceptual

material have been widely documented. For example, people

who believe in the supernatural and in conspiracy theories

are more likely to illusorily perceive a meaningful pattern
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Figure 1: Two ways in which individual differences in the

interpretation of ambiguous stimuli could lead to illusions of

effectiveness (overestimated judgments of causality): either

(a) by systematically categorizing ambiguous stimuli as out-

comes (cells a and c), therefore inflating %($), or (b) by in-

flating the contingency through the differential categorization

of ambiguous stimuli as outcome or no outcome, depending

on the presence of the cause, that is, cells a and d.

in a stimulus consisting of random clouds of dots (van Elk,

2015; van Prooijen, Douglas & De Inocencio, 2017), as it

happens too to participants who feel lack of control (Whitson

& Galinsky, 2008; although see Van Elk & Lodder, 2018).

Similarly, patients with schizophrenia tend to produce more

false-alarm errors and be overconfident when judging am-

biguous visual patterns (Moritz, Ramdani, et al., 2014), a

mechanism that has been linked to hallucinations and delu-

sions, typical in this disorder. Moreover, both paranormal

beliefs and schizophrenia have been associated to causal illu-

sions of some kind (Blanco et al., 2015; Moritz, Goritz, et al.,

2014; Moritz, Thompson & Andreou, 2014), including the

OD bias, which might indicate a common underlying mech-

anism. We suggest that the tendency of these participants to

interpret ambiguous patterns as outcome occurrences, thus

inflating the %($) they are factually exposed to, might be

one key factor at the basis of their stronger vulnerability to

causal illusions.

In this article, we describe two experiments conducted on

healthy individuals. In Experiment 1, our aim was to doc-

ument individual variability in the tendency to categorize

ambiguous information as outcome occurrences. This vari-

ability could be important, because it can affect judgments of

causality in two different ways: (a) if the tendency to catego-

rize the stimuli as outcome or no-outcome does not depend

on whether the cause is present, then those people who re-

port perceiving the outcome more often will not experience

an inflated contingency, but will nevertheless experience an

inflated value of %($) that can lead to overestimated judg-

ments of causality (OD bias). This possibility is depicted

schematically in Figure 1a. Note that, as the tendency to

interpret the stimuli as outcomes is in this case not affected
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by the presence of the cause, the overall perceived contin-

gency remains unchanged, because a similar proportion of

ambiguous trials will be categorized as outcomes when the

cause is present and when the cause is absent. On the other

hand, there is a second possibility: (b) If the tendency to

categorize the stimuli as outcomes is different depending on

whether the cause is present or not, then participants will

be effectively experiencing a different contingency from the

one that was programmed, thus leading to judgments that

do not match the programmed contingency (Figure 1b). For

instance, people expecting the cause to produce the outcome

might tend to interpret an ambiguous stimulus as an outcome

more often in the presence of the cause than in its absence,

which could increase the perceived contingency beyond its

actual value.

In sum, we have two potential ways in which the variabil-

ity in the interpretation of ambiguous stimuli could produce

causal illusions: by inflating %($), or by inflating contin-

gency. We will first investigate which of the two predictions

(Figure 1a or Figure 1b) holds in null contingency settings,

which are the conditions that typically produce overestimated

judgments.

2 Experiment 1

In this experiment, we aim to investigate how differences in

the tendency to interpret ambiguous stimuli as “outcome”

or “no outcome” could produce changes in the causal judg-

ments. Specifically, individuals with a more liberal criterion

(i.e., most stimuli are categorized as “outcome”) would expe-

rience a high subjective %($), which would result in strong

overestimations of a null contingency (OD bias). This would

contrast with participants with a more conservative criterion,

who would display the opposite pattern. In principle, we

assume that there will not be differences in the outcome in-

terpretation criterion depending on the presence of the cause

(in line with the prediction of Figure 1a), because there is no

a priori reason to expect that outcomes should appear with

different probabilities depending on the cause status.

2.1 Method

2.1.1 Participants and apparatus

One hundred Psychology students (out of which 19 men)

from the University of Deusto took part in Experiment 1 in

exchange for course credit (with age M = 18.50 years, SD =

0.86). The experiment was conducted in a large computer

room. All materials were presented in Spanish. The ex-

perimental task was implemented as a JavaScript program

that can run online in most browsers, without installing any

plugin or additional programs. The participants were in-

formed before the experiment that they could quit the study

at any moment by closing the browser window. The data

Figure 2: Examples of stimuli used in outcome-present trials

(cured patient), outcome-absent trials (no cured patient), and

ambiguous trials in the contingency learning task. Note that

the assignment of colors (light/dark) to roles (ill/normal cells)

was randomly decided for each participant, but for simplicity

we present here only one of the assignments.

collected during the experiment were sent anonymously to

the experimenter only upon explicit permission by the par-

ticipant, indicated by clicking on a “Submit” button. If the

participant clicked on the “Cancel” button, the local infor-

mation was erased. No personal information (i.e., name,

IP address, e-mail) was collected. We did not use cookies

or other software to covertly obtain information from the

participants.

2.1.2 Procedure

Within the Method, overview of the study procedure. The

experiment was designed as a standard trial-by-trial con-

tingency learning task (Matute et al., 2015), framed in a

medical scenario (a fictitious medicine, Batatrim, plays the

role of potential cause, and the recovery from a disease is

the outcome). However, we introduced a number of changes

to adapt the task to our current purposes.

The main innovation in this procedure is in the stimuli

used as outcome. On each trial, the information about the

outcome was presented on a 50 x 50 pixels matrix which

represents a tissue sample obtained from a given patient. The

matrix contained 2500 points (i.e., cells) of two colors (dark

pink and light yellow), randomly distributed in space. The

proportion of light to dark cells was determined by the type

of trial. The instructions stated that the Lindsay Syndrome

(a fictitious disease) affects human tissues and causes some

of the cells to appear in a dark color, instead of the normal

light color. (Note that the assignment of dark/light colors to

ill/normal cells was randomly decided for each participant,

although, for simplicity, in this section we will refer only

to one of the two possible assignments: dark for ill cells,

and light for normal cells.) More specifically, participants

were told that: (a) a patient suffering from the syndrome

will present more dark cells than light cells and, conversely,
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that (b) when a patient has overcome the syndrome, his/her

tissues will contain more light than dark cells. Thus, in

outcome-present trials (i.e., a and c, when the patient is

cured), there will be 2000 light cells (80%) and 500 dark

cells (20%), whereas in outcome-absent trials (i.e., b and d,

when the patient is not cured), the proportion will be the

opposite. These proportions were decided to make the task

of interpreting outcome-present and outcome-absent trials

easy, because the perceptual difference between these two

types of trials is notable (Figure 2, left and center).

To ensure all participants were able to acquire this dis-

crimination correctly, we included a practice phase in which

a series of eight stimuli with various level of difficulty (i.e.,

proportions 90/10, 80/20, 70/30, 60/40, 40/60, 30/70, 20/80,

and 10/90) had to be categorized as “cured/not cured” tissue,

and the appropriate feedback was then provided. If partic-

ipants failed to categorize more than two out of these eight

stimuli, they were forced to continue the practice phase until

they achieved at least six out of eight correct classifications

(i.e., 75%).

Once the practice phase was over, participants underwent

the learning phase. During the contingency learning phase

there was an additional type of trial, which presented an

ambiguous outcome with as many light cells as dark cells

(Figure 2, right). This stimulus (50/50) cannot be objec-

tively interpreted as cured (outcome) or not cured (no out-

come), because it lies exactly in the middle between cured

and not cured tissues. Therefore, there could be individ-

ual differences in interpretation of ambiguous trials: par-

ticipants with a conservative criterion would interpret most

ambiguous stimuli as outcome-absent, whereas those with

a liberal criterion would interpret them as outcome-present.

Additionally, participants could, to some extent, tend to cate-

gorize the ambiguous stimulus as outcome or not depending

on whether the cause (medicine) is present, as explained in

the Introduction.

Table 1 contains the frequencies of each type of trial pre-

sented in the contingency learning phase. Attending to

non-ambiguous trials, the contingency between taking the

medicine and healing was null, since the probability of over-

coming the syndrome was identical both in the presence and

in the absence of the medicine, i.e., %($ |�) = %($ |¬�) =

0.50. However, the interpretation of ambiguous trials could

affect this computation: for example, if participants tend to

categorize or interpret the ambiguous stimuli as “outcome”

more often in the presence of the cause than in its absence,

then the actually perceived contingency would become pos-

itive, %($ |�) > %($ |¬�) (see, e.g., Figure 1b). The 30

trials were arranged in random order for each participant.

The distribution of non-ambiguous trial frequencies de-

picted in Table 1 was chosen to optimize the information

provided by our study. Since we aimed to examine the

spontaneous tendency to categorize ambiguous stimuli as

outcomes in a null contingency setting, the frequencies of all

Figure 3: Screenshot of one trial in the contingency learning

task. On the left-hand of the screen, participants see the

information about the cause and outcome statuses. Then,

on the right-hand, they must categorize the status for both

cause and outcome.

four types of non-ambiguous trials were set to be identical,

i.e., %($) = %(�) = 0.50. This ensures that for all partic-

ipants, non-ambiguous trials provide the same information:

a null contingency between the cue and the outcome and a

medium level of %($) and P(C). Any deviation from these

frequencies, such as a %($) > 0.50, could introduce a bias as

it could affect the tendency to categorize ambiguous stimuli

(Experiment 2 will deal with one of these situations).

To assess the tendency to categorize the stimuli, the con-

tingency learning task included two questions in each trial

(see a sample of a trial in Figure 3). The instructions to this

phase asked the participants to help the researchers classify

each record in a fictitious study that was conducted to test the

effectiveness of the medicine. On each trial, the information

about the cause (medicine) and outcome (tissue) appeared on

the left hand of the screen (e.g., “This patient took Batatrim;

This is the tissue sample”). Then, participants had to in-

dicate, in this order: (a) whether the patient took Batatrim

or not (i.e., thus categorizing the cause status), and then (b)

whether the outcome occurred or not (i.e., thus categorizing

the outcome status). A reminder of the correct interpreta-

tion of dark/light cells was provided (Figure 3) to help in the

task, but no feedback was given during this phase. Although

we were interested only in the interpretation of outcomes,

because categorizing the cause status was trivial in this task,

we included both questions to prevent participants from fo-

cusing too much on outcomes and overlook the causes. The

responses to the outcome categorization were recorded for

all trials (0: no outcome; 1: outcome), thus allowing us to

compute a subjective %($) index: the number of outcomes

categorized as “outcome” over the total number of trials.

Additionally, we also computed the subjective contingency
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Table 1: Frequencies of each type of trial in the contingency learning phase of Experiment 1.

Outcome present (cured) Ambiguous Outcome Outcome absent (not cured)

Cause present (Medicine was taken) 5 10 5

Cause absent (Medicine was not taken) 5 10 5

index, which is obtained by applying the Δ% rule to the trial

frequencies, after recoding them according to the catego-

rization (i.e., if the ambiguous stimulus in a cause-present

trial is categorized as “outcome”, then it counts as a “type

a” trial, and so on). Both subjective %($) and subjective

contingency could affect the perceived contingency between

medicine and healings.

After the sequence of thirty trials, participants were asked

to rate the extent to which the medicine, Batatrim, was able

to heal the syndrome (i.e., a causal judgment), as is typi-

cal in these tasks. The judgment was collected on a scale

from 0 (not effective at all) to 50 (quite effective) to 100

(completely effective). Given that the actual contingency,

considering non-ambiguous trials, was set to null, the cor-

rect answer should be zero. However, some participants

could show a causal illusion (i.e., an overestimation of the

causal relationship), as revealed by a higher judgment, as is

usual in previous experiments with this type of task (Alloy

& Abramson, 1979)1.

1Additionally, we included two questionnaires at the end of the session:

the Magical Ideation Scale (MIS; Eckblad & Chapman, 1983; Fonseca-

Pedrero, Paino, Lemos-Giráldez, García-Cueto & Villazón-García, 2009),

and the Perceptual Aberration Scale (PAS; Chapman, Chapman & Raulin,

1976). The MIS contains 30 statements that must be answered as true or

false (example: “I have felt that I might cause something to happen just

by thinking too much about it”). High scores in MIS indicate a tendency

to believe in magical or supernatural forces and entities. Similarly, the

PAS consists of 35 items answered as true or false (example: “Now and

then, when I look in the mirror, my face seems quite different than usual”),

aimed at revealing the tendency to detect unusual patterns. Both scales

are intended to assess dimensions of schizotypy that could be related to

biases in pattern perception (Moritz, Ramdani, et al., 2014), and therefore

could correlate with the tendency to categorize the ambiguous stimuli as an

outcome occurrence. In principle, we would expect that those people high

in any of these dimensions would display a more extreme categorization

criterion (either highly conservative or highly liberal). As these question-

naires were included for exploratory purposes, we describe the analyses on

this footnote, for simplicity.

In Experiment 1, the mean scores for both questionnaires were rather

low: Magical Ideation, MIS (M = 10.40, SD = 5.48), and Perceptual Aber-

ration, PAS (M = 7.78, SD = 6.52). This was expected given that this is

a sample of healthy individuals. The Perceptual Aberration Scale, PAS,

correlated positively with the judgments, r = 0.208, p = 0.044. Those who

tend to perceive unusual patterns in their everyday life gave higher causal

judgments. However, as this measure did not correlate with the tendency

to categorize ambiguous outcomes, % ($) (p = 0.083), we must refrain to

interpret this result in the way we predicted. On the other hand, the Magical

Ideation Scale, MIS, produced no significant correlation with any variable

(all ps > 0.09). In sum, we conclude that the questionnaires gave us no

useful information in this experiment. In Experiment 2, the two question-

naires produced scores that were generally low: Magical Ideation, MIS (M

= 9.56, SD = 4.78), and Perceptual Aberration, PAS (M = 6.71, SD = 4.79).

2.2 Results and discussion

2.2.1 Categorization of non-ambiguous stimuli (atten-

tion checks)

First, we used the practice phase to ensure participants were

able to learn the categorization rule. All participants were

able to successfully meet the practice phase criterion to con-

tinue to the contingency learning phase at their first attempt

(i.e., all answered more than six items correctly): 83% of par-

ticipants answered all eight practice trials correctly, and 17%

missed only one out of eight trials. Then, we examined the

number of mistakes made in the categorization of causes and

outcomes in non-ambiguous trials during the contingency

learning phase. Most participants committed none or few

mistakes. When categorizing outcomes in non-ambiguous

trials, 93% of participants did not make any mistake, 99%

made 4 or fewer, and only one participant showed an extreme

behavior with 20 mistakes out of 20 non-ambiguous trials.

This suggests that this individual interpreted the task back-

wards (all outcomes were understood as no-outcomes and

vice versa, despite solving successfully the practice phase,

and probably ignoring all written messages that reminded

the correct meaning of the light/dark cells). In comparison,

categorizing the causes led to more errors, but still 65% of

the sample did not make any mistake, and 95% made 5 or

fewer. The task of categorizing the cause status was actually

very easy (i.e., it consisted of just repeating the information

that was still available on the screen, as Figure 3 indicates),

but perhaps the focus on outcome categorization drew the at-

tention away from the cause information, so that participants

can inadvertently click on the wrong answer.

In this experiment, mistakes in the categorizing of out-

comes in particular can be problematic because, if partic-

ipants are not correctly understanding what counts as an

There were no significant correlations with the variables assessed in the

contingency learning task (all ps > 0.142).

To sum up, we found no meaningful result when we examined the rela-

tionship between subjective % ($) and two schizotypy questionnaires (there

was only a positive correlation between PAS and causal judgments in Exper-

iment 1). Although this was not our main prediction, we hypothesized that

both magical ideation and perceptual aberration might correlate positively

with the tendency to perceive outcomes in ambiguous stimuli, which in turn

could predict illusory judgments of causality, but we found no evidence for

these claims. We can argue that our sample, which consisted of healthy

students, is not optimal for testing this proposal. In fact, there is little

variability in these questionnaires’ scores, as most participants scored low.

Thus, further studies aiming at studying individual differences and potential

links to psychopathology should consider using samples of patients.
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Table 2: Descriptive statistics for the variables in the contingency learning phase in Experiment 1.

Non-ambiguous trials Ambiguous trials All trials

Variable M SD M SD M SD

Subjective %($) 0.497 0.023 0.430 0.377 0.464 0.189

Subjective %($ |�) 0.496 0.025 0.446 0.378 0.471 0.190

Subjective %($ |¬�) 0.498 0.029 0.415 0.391 0.456 0.196

Subjective Contingency −0.002 0.029 0.031 0.156 0.014 0.081

outcome in a non-ambiguous trial, our assessment of the in-

terpretation of ambiguous trials could be compromised and

strongly affect our conclusions. Guided by this reasoning,

we decided that an a priori exclusion criterion was neces-

sary: As a result, we excluded six participants who made

more than five mistakes in both cause and outcome classifi-

cations (out of 30 trials) in the whole session, which could

indicate that they either were not paying attention, or did not

understand the instructions. Thus, the final sample consisted

of N = 94 participants. Note that an alternative approach is

to not exclude any participant, but including the number of

errors as a covariate, which produces essentially the same

conclusions that we report below.

2.2.2 Categorization of ambiguous stimuli

Table 2 depicts the descriptive statistics for the variables as-

sessed in the experiment: subjective %($), subjective %($)

conditional on the cause status (present or absent), and sub-

jective contingency. These were computed for both ambigu-

ous and non-ambiguous trials.

We have previously described how participants classified

the stimuli shown in non-ambiguous trials. As expected, the

task was solvable, and most participants made no mistakes.

This implies that in non-ambiguous trials the performance

was very close to perfect, and the %($) computed from these

trials is almost a constant in our sample (note the SDs values

are all around zero in Table 2). However, we expected that

people could vary from each other in their interpretation of

the stimuli in ambiguous trials.

By examining the subjective %($) for ambiguous stim-

uli (Table 2), we infer that the criterion used to categorize

these ambiguous stimuli was slightly conservative, as the

mean values were all below 0.50. This means that, when

presented with an ambiguous stimulus, participants tended

to classify it as a non-healed sample of tissue rather than as

a healed one. However, the criterion is still close to 0.50,

indicating that this preference in the classification is small.

Additionally, there are no apparent differences between the

probability of reporting an ambiguous stimulus as a healing

in the presence of the cause, %($ |�), and in the absence of

the cause, %($ |¬�). That is, it seems that people did not
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Figure 4: Probability of categorizing the ambiguous stimulus

as “outcome” for both cause-present and cause-absent trials,

divided by training block (two blocks of 5 trials) in Experiment

1. Error bars depict 95% confidence intervals for the mean.

change their classification criterion for ambiguous stimuli as

a function of whether the medicine was taken or not (Table

2, column for ambiguous trials).

To test these impressions and examine the potential dif-

ferences in categorization of ambiguous stimuli depending

on whether the cause was present or not, we conducted a

repeated measures 2 (Cause: present/absent) x 2 (Blocks of

5 trials) ANOVA on the categorization decisions of ambigu-

ous trials. This resulted in no main effect of Block (F(1,

93) = 0.021, p = 0.885, partial [2 < 0.001), no main effect

of Cause (F(1, 93) = 3.301, p = 0.072, partial [2 = 0.034),

and no interaction (F(1, 93) = 0.533, p = 0.466, partial [2 =

0.006; see Figure 4). In sum, participants displayed a similar,

slightly conservative, criterion to categorize the ambiguous

stimuli in the presence and in the absence of the cause, which

means that they were exposed to very small deviations from

the null contingency. This aligns with the value of subjective
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Figure 5: Scatter plot showing the relationship between

causal judgments and subjective %($) (computed by taking

into account only ambiguous trials), in Experiment 1.

contingency for ambiguous trials, reported in Table 2, which

is very close to zero.

2.2.3 Causal judgments

So far, we have described how people classify the stim-

uli presented in the task. Now, we test whether individual

differences in the categorization of ambiguous stimuli can

predict differences in causal judgments. In particular, we

proposed that those participants with more liberal classifica-

tion criteria, and therefore higher values of subjective %($),

would bias their judgments upwards.

The causal judgments showed some overestimation of the

null contingency, M = 38.71, SD = 18.88. Recall that the ac-

tual contingency that was presented to participants was null,

so judgments higher than zero suggest an overestimation.

Thus, we tested a regression analyses in which the sub-

jective %($) computed from ambiguous trials was used as

a predictor of judgments. The results were significant (V

= 0.322, t(92) = 3.27, p = 0.002; Figure 5). Moreover,

the same effect was found for trials in which the cause was

present and for trials in which the cause was absent, i.e.,

%($ |�) and %($ |¬�) (V = 0.322, t(92) = 3.27, p = 0.002,

and V = 0.309, t(92) = 3.12, p = 0.002, respectively).

On the other hand, subjective contingency (computed

from ambiguous trials) did not significantly predict the judg-

ments (V = 0.005, t(92) = 0.050, p = 0.960). This is not

surprising, as our previous analyses showed that most par-

ticipants tended to categorize ambiguous stimuli as healings

as often in the presence as in the absence of the cause, that is,

they did not seem to take into account whether the medicine

was administered or not in their classification task. As a

consequence, subjective contingency was almost a constant

value (very close to zero) for almost all participants.

The previous analyses were conducted on ambiguous tri-

als only. We have argued that, because the task of classifying

non-ambiguous stimuli was very easy and the performance

close to perfect (furthermore, we excluded those few partic-

ipants who made more than five mistakes), values of %($)

computed from non-ambiguous trials are almost a constant

value in our sample. This means that the variance in the judg-

ments cannot be explained by these trials, so they add little

information. For completeness, we report here the regres-

sion analyses with the %($) of non-ambiguous trials only, V

= −0.081, t(92) = 0.785, p = 0.435. The non-significant re-

sult suggests that the classification of non-ambiguous stimuli

played no relevant role in the variance of the judgments. If

we, by contrast, repeat the analyses by using all trials (com-

bining ambiguous and non-ambiguous trials), the results are

the same as above with ambiguous trials only.

3 Experiment 2

Experiment 1 served to illustrate that, when presented with

ambiguous information about an outcome of interest, peo-

ple can differ in their tendency to interpret such stimuli as

“outcome” or “no outcome”, and that this tendency can pre-

dict a bias in their causal judgments: the more outcomes the

participant has recognized during the task, the stronger the

overestimation of a null contingency. Additionally, we found

no evidence that people make a difference in their catego-

rization of ambiguous outcomes as a function of whether the

potential cause is present or not. That is, our results favor

the hypothesis illustrated in Figure 1a.

However, Experiment 1 was conducted in a null contin-

gency, medium %(�), medium %($) setting. In these con-

ditions, we were neither influencing nor biasing the spon-

taneous categorization criterion (i.e., there was no specific

incentive to classify the stimuli in a particular way). In Ex-

periment 2, we go one step further. We propose that the

tendency to categorize outcomes is not fixed, but rather it

is context-dependent. Interestingly, Marsh & Ahn (2009)

showed that the categorization of ambiguous values of a

causal cue as “cause” or “no cause” was affected by the

perceived strength of the causal relationship. Thus, we won-

dered whether the tendency to categorize ambiguous stimuli

as “outcome” could change if we presented a different situa-

tion in non-ambiguous trials: a positive contingency, instead

of a null contingency. In a positive contingency, the probabil-

ity of the outcome is higher in cause-present trials than it is in

cause-absent trials. As a result, the categorization criterion

for ambiguous trials could react accordingly, by becoming

more lenient in cause-present trials, and more conservative in

cause-absent trials (this prediction is depicted in Figure 1b).

This is due to the well-known effect of expectations on the

classification criterion (Bang & Rahnev, 2017). The change

in the criterion depending on the cause status would then pro-

duce a deviation in the subjective contingency in ambiguous

trials (it would become positive instead of undetermined),

and in turn could exert an effect on causal judgments: the

higher the subjective contingency, the stronger the overesti-

mation. Thus, Experiment 2 was designed with the aim of
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testing whether the prediction in Figure 1a is possible by pro-

viding a positive contingency context in the non-ambiguous

trials.

3.1 Method

3.1.1 Participants and apparatus.

Forty-one Psychology students (including 4 men) took part

in Experiment 2 in exchange for course credit (with age M

= 18.60 years, SD = 1.26), in conditions similar to those of

Experiment 1. As some of the participants were exchange

students from other countries, participants were given the

option to choose the language (Spanish, English) in which

they preferred to do the study. All but 4 chose to do the

experiment in Spanish.

3.1.2 Procedure.

The procedure was identical to that of Experiment 1, except

for the trial frequencies (see Table 3). From the numbers of

the table, we can compute %($ |�) = 14/(14+1) = 0.93, and

%($ |¬�) = 1/(1 + 14) = 0.07, which yields a contingency

of Δ% = 0.86 (a positive, high value that suggests a strong

causal relationship).

3.2 Results and Discussion

3.2.1 Categorization of non-ambiguous stimuli (atten-

tion checks).

As in Experiment 1, all participants successfully reached

the learning criterion in the practice phase: 89.5% of par-

ticipants made no errors in this phase, while 10.5% made

one error, indicating that the discrimination was correctly

acquired. Once in the contingency learning phase, all but

one participant made no mistakes in the outcome categoriza-

tion for non-ambiguous trials, and the remaining participant

made only one mistake. Also, as we saw in Experiment 1,

categorizing the cause status produced more errors. In this

experiment, 78% of the sample made no mistakes. No partic-

ipant made more than five mistakes in their categorizations

of cause and outcome (combined) during the contingency

learning phase, which was our exclusion criterion (the same

used in Experiment 1). Consequently, there were no exclu-

sions in this study.

3.2.2 Categorization of ambiguous stimuli.

We depict the descriptive statistics of the main dependent

variables of the contingency learning phase in Table 4.

Given that there were few categorization mistakes in non-

ambiguous trials, the values of subjective %($) and sub-

jective contingency in these trials were very close to the

programmed values, with small standard deviations. Thus,
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Figure 6: Probability of categorizing the ambiguous stimulus

as “outcome” for both cause-present and cause-absent trials,

divided by training block (two blocks of 5 trials) in Experiment

2. Error bars depict 95% confidence intervals for the mean.

we move on to describing ambiguous trials. Overall, the

classification criterion was conservative in ambiguous trials,

as %($) was lower than 0.50 (i.e., participants tended to re-

port ambiguous stimuli as no-outcome, or non-healed tissue,

as in Experiment 1). However, unlike in Experiment 1, there

seems to be a difference in the criterion depending on the

cause status: the probability of reporting an outcome (heal-

ing) when classifying an ambiguous stimulus was higher

when the cause was present than when it was absent, that is,

%($ |�) > %($ |¬�), thus mirroring what happened in non-

ambiguous trials (Table 4). This was confirmed by statistical

analyses: t(40) = 2.84, p = 0.007, d = 0.443.

To ensure that this difference is reliable, we tested the

same model as in the previous experiment, by conducting a

repeated measures 2 (Cause: present/absent) x 2 (Blocks of 5

trials) ANOVA on the categorization decisions in ambiguous

trials (Figure 6). The main effect of Block was not significant

(F(1, 40) = 0.399, p = 0.531, partial [2 = 0.01). However,

the main effect of Cause was significant (F(1, 40) = 8.062,

p = 0.007, partial [2 = 0.17), as well as the Block x Cause

interaction, F(1, 40) = 4.422, p = 0.042, partial [2 = 0.10.

The interaction can be interpreted as follows: There is no

evidence for differences between cause-present and cause-

absent trials at the beginning of the training phase (Block

1; t(40) = 0.662, p = 0.512, d = 0.10), but this turns into a

significant difference in Block 2 (t(40) = 3.169, p = 0.003,

d = 0.495), when the training has advanced. As expected,

this difference is in line with the positive contingency that
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Table 3: Frequencies of each type of trial in the contingency learning phase in Experiment 2.

Outcome present (cured) Ambiguous Outcome Outcome absent (not cured)

Cause present (Medicine was taken) 14 10 1

Cause absent (Medicine was not taken) 1 10 14

Table 4: Descriptive statistics for the variables in the contingency learning phase in Experiment 2.

Non-ambiguous trials Ambiguous trials All trials

Variable M SD M SD M SD

Subjective %($) 0.749 0.008 0.395 0.350 0.458 0.139

Subjective %($ |�) 0.931 0.010 0.429 0.363 0.731 0.144

Subjective %($ |¬�) 0.067 0.000 0.361 0.353 0.184 0.141

Subjective Contingency 0.864 0.010 0.068 0.154 0.546 0.062

was presented in non-ambiguous trials: participants tended

to categorize the ambiguous stimulus as outcome more of-

ten in cause-present trials than in cause-absent trials. This

was the prediction depicted in Figure 1b. Interestingly, the

interaction suggests that this differential criterion depending

on the cause status is the result of learning during the task:

in Block 1, the criteria for cause-present and cause-absent

trials are similar to each other and to those in Experiment

1 (null contingency). However, the exposure to a positive

contingency ends up biasing the criteria to match the contin-

gency.

3.2.3 Causal judgments.

Causal judgments were overall high, M = 58.41 (SD = 19.73),

in line with the contingency programmed in non-ambiguous

trials (Δ% = 0.86). Next, we examined the possibility that

individual differences in either subjective %($) or subjective

contingency could affect the judgments. First, we focused

on ambiguous trials only: A regression analysis showed

that, unlike in Experiment 1, subjective %($) was not a

significant predictor of judgments, V = 0.025, t(39) = 0.159,

p = 0.874. That is, the tendency to categorize ambiguous

stimuli as outcomes did not predict the causal estimation.

Additionally, the subjective contingency measure did not

predict the judgments either, V = 0.026, t(39) = 0.161, p =

0.873.

In general, it is reasonable that none of the variables pre-

dict the causal judgments, because in this experiment the

actual contingency is clearly positive thanks to the non-

ambiguous trials, which makes the contribution of ambigu-

ous trials to the judgment almost negligible: participants

experienced, if anything, very small divergences from the

contingency programmed in non-ambiguous trials.

The same models were tested for non-ambiguous trials

only: subjective %($) in non-ambiguous trials did not sig-

nificantly predict the judgments (V = 0.068, t(39) = 0.427, p

= 0.671); and neither did subjective contingency (V = 0.068,

t(39) = 0.427, p = 0.671). Remember that there was little

variability in these trials as the classification performance

was close to perfect. (Also, the number of participants is

small.) As in Experiment 1, repeating the same analyses

on all trials (by combining ambiguous and non-ambiguous

trials) produces the same result as with ambiguous trials.

4 General Discussion

Individual variability in perceptual abilities or in the ten-

dency to interpret stimuli could be relevant to improve our

understanding of the OD bias, and perhaps to help us ascer-

tain why some people could be more vulnerable to its effects.

This possibility has not been directly considered in previous

research, to the best of our knowledge. Therefore, we de-

cided to conduct the two experiments reported here. First,

Experiment 1 used a continuous outcome (but presented in a

very different fashion from Chow et al., 2019) in a learning

task in which the contingency was set to zero. That is, the

fictitious medicine was unable to make any change in the

healthiness of tissues. Additionally, we also presented am-

biguous trials in which the outcome value was intermediate,

thus making the classification as outcome/no-outcome un-

solvable. Participants showed differences in their tendency to

classify these ambiguous trials. These differences led to vari-

ability in the subjective %($) that they experienced during

the training session, which resulted in higher judgments of

causality for those participants with higher subjective %($)

values. This is a first demonstration that the OD bias can be

intensified when outcomes are continuous and people dis-
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play a lenient classification criterion, thus considering most

ambiguous stimuli as outcome occurrences.

Then, in Experiment 2, we explored an additional possibil-

ity: that the tendency to make the categorization is actually

the result of learning, or at least that it is sensitive to the infor-

mation presented during the task. Indeed, when we presented

a positive, rather than null, contingency between the cause

and the outcome in non-ambiguous trials, participants ended

up developing a differential categorization criterion for am-

biguous trials depending on whether the potential cause was

present or not. That is, they tended to classify ambiguous

stimuli as outcome more often in cause-present trials than

in cause-absent trials. This differential criterion took some

time to develop, though, as it appeared only by the second

block of training trials.

It is possible to interpret this change in the classifica-

tion criterion as a rational reaction to ambiguous stimuli in

positive contingency settings, rather than as a bias. If partic-

ipants learn that cause and outcome (medicine and healing)

are positively associated by looking at non-ambiguous trials,

as it happens in Experiment 2, then it makes sense for them

to adjust the criterion for cause-present and cause-absent

trials differentially, to match the probabilities they are be-

ing showed in non-ambiguous trials. Whether rational or

biased, this classification criterion leads to a higher expo-

sure to type a and type d trials, i.e., confirmatory evidence,

thus increasing the effective contingency experienced by the

participant.

However, whereas in Experiment 1 judgments were con-

sistently predicted by the subjective %($), therefore showing

an OD bias, in Experiment 2 we found no evidence for this

relationship between %($) and judgments. In principle, we

would have predicted that either subjective %($), or sub-

jective contingency, should predict the judgments in both

experiments, so the results of Experiment 2 are not com-

pletely in line with our expectations. We could interpret this

null result in the following way: since Experiment 2 takes

place on a less ambiguous setting (i.e., clearly positive, rather

than null contingency), people’s judgments could be more di-

rectly driven by the information contained in non-ambiguous

trials, leaving too small a room for the interpretation of am-

biguous trials to play a relevant role (i.e., a ceiling effect).

In fact, previous research with the traditional task (binary,

easy to discriminate outcomes) indicated that OD biases are

almost always reported, to the best of our knowledge, with

null contingencies. For example, the classic study by Allan

and Jenkins (1980) showed that the overestimation of contin-

gency due to high levels of %($) appeared only under null

contingency settings, but not under positive contingency set-

tings. It is possible that judgments in positive contingency

conditions could display a ceiling effect that prevents the

influence of other factors, such as subjective %($). In sum,

Experiment 2 shows that categorization tendencies can be

acquired by examining contingency, and can become de-

pendent on the cause status (i.e., by changing the criterion

depending on whether the cause is present), but does not

provide evidence that such tendencies affect judgments in a

positive contingency situation. Future experiments could try

to further investigate this possibility by, perhaps, using lower

contingencies for non-ambiguous trials, thus trying to avoid

potential ceiling-effects.

Our current research is one of the few exploring causal

learning on continuous dimensions. Traditionally, contin-

gency learning paradigms show the information in a dis-

cretized format, that is, causes and outcomes can either be

present or absent. Our procedure, by contrast, presents stim-

uli that differ along a continuum (from high proportion of

dark cells to low proportion of dark cells). Thus, we can

think of outcomes as continuous in this sense. However,

both the cover story and the procedure itself try to convey

the idea that outcomes must be treated as dichotomous. That

is, the participant must make a decision as to whether a given

tissue sample is healed or not. The implication is that there

must be a “threshold” in the outcome continuum that allows

a binary classification, and that this threshold can vary be-

tween different participants and conditions. This allows us

to interpret the task in a way that is highly comparable with

most experiments in contingency learning (as, for instance,

the rule to compute contingency stays the same). In sum,

although the stimuli that we used in these experiments can be

understood as continuous, in fact the task worked the same

way as in the traditional, binary case.

On the other hand, other experiments have previously tried

to study causal and contingency learning with truly continu-

ous causes and outcomes, and thus they deserve some com-

ment here. For example, some authors have investigated

causal learning from time series data (Davis et al., 2020;

Soo & Rottman, 2018). In this type of paradigm, partici-

pants monitor the changes and fluctuations of a variable in

real time. This variable plays the role of the outcome, and

it could represent anything from the price of stocks to the

hormone levels of a patient. Then, participants are given the

opportunity to intervene on the system (Davis et al., 2020)

and see the effect in real time. Generally, this type of task is

known as a “dynamic system”, because the observed values

are non-stationary, so that contingency becomes hard to as-

sess. Thus, this research deals with a situation that, although

representative of many real-life situations, departs clearly

from the simplistic discrete scenario that we depicted in the

Introduction. Another approach to continuous outcomes that

is more closely related to our research is that developed by

Chow et al. (2018), and that we described above. In Chow

et al.’s experiments, the cause status was binary, as usual

in this literature, but outcomes were presented in numerical

format, thus conveying the idea of a continuum. However,

they selected the values of these outcomes so that it was still

possible to set a threshold (albeit arbitrary) to determine,

in a binary fashion, whether the cause was followed by an
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outcome (i.e., high value) or not (low value). By making use

of this task with continuous outcomes, Chow et al. (2018)

were able to document and replicate the OD bias.

We must mention one caution when interpreting our ex-

periments. Here, we used unidirectional response scales

to collect the judgments, from 0 (the medicine has no ef-

fect) to 100 (the medicine is perfectly effective), whereas

the contingency index Δ% can take on negative values to

represent preventative scenarios. Thus, many researchers

advocate bidirectional scales, from −100 (the medicine is

perfectly effective in worsening the disease) to +100 (the

medicine is perfectly effective in healing the disease). Al-

though it is true that bidirectional scales capture better the

bidirectional nature of contingency, and might change the

participants’ answers (Neunaber & Wasserman, 1986), we

argue that they do not come without problems. To begin

with, many participants find it hard to interpret a bidirec-

tional scale, specially in medical scenarios such as the one in

our experiments (it is difficult to imagine that the medicine

produces the disease). This is probably why unidirectional

scales are popular in the research field of contingency learn-

ing. In any case, the effects studied in these experiments,

such as the OD bias, have been reported both with unidirec-

tional (Musca et al., 2010; Orgaz, Estévez & Matute, 2013)

and bidirectional scales (Perales, Navas, Ruiz de Lara, et al.,

2017; Perales & Shanks, 2003), with almost no substantial

differences (Blanco & Matute, 2020). However, future stud-

ies could take into account the possibility that the type of

scale plays a role, by testing and comparing different scales

to each other.

In general, we could interpret our results as a sugges-

tion that, at least sometimes, there is variability in the way

people classify stimuli as outcomes or no-outcomes by (per-

haps) setting arbitrary thresholds in the stimulus continuum.

Then, this variability could produce the OD bias (Chow et

al., 2019). Additionally, people could set a categorization

criterion that aligns with the current causal hypothesis: when

one expects the cause to be effective, the threshold for de-

tecting an outcome occurrence is low (i.e., lenient criterion)

and thus %($) is inflated, producing a causal illusion. This

process is similar to that described in the perceptual learning

literature, according to which the expectation of a stimulus

affects the detection criterion (Bang & Rahnev, 2017).

On the other hand, a potential limitation in our interpre-

tation of the results stems from a theoretical view on how

people encode the information contained in events to com-

pute contingency. Here we have assumed that, when pre-

sented with a continuous outcome, participants would parse

this information into a binary discrimination (outcome/no-

outcome). In fact, previous studies suggest that this is the

case (Marsh & Ahn, 2009). For example, Marsh & Ahn

(2009) presented participants with a set of different values for

a continuous cause: in one of their stimuli sets, a species of

bacteria that is tall (cause present) was supposed to produce

an outcome (a protein’s presence), whereas a short bacteria

was not (cause absent), and several ambiguous stimuli (mid-

height bacteria) were also presented. At the end of the exper-

iment, people had to recall the number of tall bacteria they

had seen. Their results suggest that people spontaneously

dichotomize the ambiguous values in the continuous dimen-

sion of the cause into categories (tall/short bacteria, or cause

present/absent). Additionally, most theories developed to

understand contingency learning assume discrete categories

for causes and outcomes (Beam, 2017; Perales & Shanks,

2007), as we have mentioned above. However, it is not com-

pletely clear whether this binary categorization is sponta-

neous on the part of participants or induced by the task prop-

erties (e.g., the way the information is requested to the par-

ticipant). In fact, other experiments that investigated causal

learning in dynamic, truly continuous, scenarios, show that

people could effectively learn without apparently needing to

dichotomize the information. Returning to our experiments,

if people are actually capable of capturing and working with

continuous events without discretizing the information, we

could not know, since our dependent variable for assessing

categorization was always binary: participants classified tri-

als as either “outcome-present” or “outcome-absent”, as they

were requested. Therefore, we must remain cautious about

the theoretical implications of the results we report until

additional studies are conducted with different procedures.

These experiments are a first step towards understanding

the contribution to outcome density biases by individual dif-

ferences in the tendency to interpret or categorize outcomes.

Future studies could investigate further on the question of

how people categorize the stimulus continuum, whether the

categorization can be modulated by external factors (such

as contingencies, prior beliefs...), and how this would affect

causal judgments.
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