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Abstract

Professional judges in traffic courts sentence many hundreds of offenders per year. Using 639 case files from archives,
we compared the Matching Heuristic (MH) to compensatory, weighing algorithms (WM). We modeled and cross vali-
dated the models on different subsets of the data, and took several other methodological precautions such as allowing
each model to select the optimal number of variables and ordering and weighing the variables in accordance to different
logics. We did not reproduce the finding by Dhami (2003), who found the MH to be superior to a compensatory algo-
rithm in modeling bail-granting decisions. These simulations brought out the inner logic of the two family of models,
showing what combination of parameters works best. It remains remarkable that using only a fraction of the variables
and combining them non-compensatorily, MH obtained nearly as good a fit as the weighing method.

Keywords: bounded rationality; judgments; frugal; take-the-best; decision-making; simple heuristics; models; matching
heuristic.

1 Introduction

This paper compares compensatory and non-
conpensatory models as descriptions of how decisions
are made in real-life settings by experienced practi-
tioners. The study concerns traffic judges, and the
punishment they mete out to alleged offenders brought
in their court. Judges in traffic courts are professional
decision makers. Their decisions are, for them, routine,
and they handle dozens of cases every month. For
the defendants appearing in court, the decisions are
significant, involving sometimes hefty fines, driving
license suspension or even prison. We asked how many
elements traffic judges consider and how complex their
decision patterns are. Such a study, relying on actual
cases of professional decision-making, contributes to
the debate about the plausibilitiy of the fast and frugal
heuristics as psychological models of cognition (Bröder
& Newell, 2008; Dougherty et al. 2008; Gigerenzer et
al., 2008).

There is an extensive literature on how decision mak-
ers proceed when they have to rely on multiple cues to
come to a decision. Many researchers maintain that de-
cisions makers do not rely on all the information avail-
able, or combine it in any sophisticated way. Instead, it
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is claimed, they rely on simple heuristics that sometimes
turn out to be surprisingly efficient and as valid as the
more complex approaches favored by a rational analysis
(Dhami, 2003; Gigerenzer et al. 1999, Smith & Gilhooly,
2006). This paper analyzes and attempts to model deci-
sions made in real life by experienced traffic judges. How
simple or how complex are the judgments meted out? Do
traffic judges consider all the elements of the case? To
what extent do they integrate all the information available
to them?

There are at least two causes for the superficial treat-
ment of available information. The first is cognitive limi-
tation. People do not use an optimal approach because the
proper integration of all the information available is be-
yond their mental powers. All humans have limited cog-
nitive abilities (e.g., Cowan, 2001; Halford, Wilson, &
Phillips, 1998), and this fundamental difficulty is exacer-
bated by the conditions under which traffic court judges
have to work. Their workload is high, with only a few
minutes available for a case, each characterized by some
twenty parameters. Strategy selection is contingent on
task demands (Payne, Bettman, & Johnson, 1993). Time
pressure, and specifically the time available per variable
has been shown to affect decision making (Balzer, Do-
herty, & O’Connor, 1989; Chewning & Harrell, 1990;
Eppler & Mengis, 2004; Lee & Lee, 2004;) resulting in
fewer variables being considered and the replacement of
complex cognitive strategies by simpler ones (Weenig &
Maarleveld, 2002; but see also Bröder & Newell, 2008,
who qualify these findings)

Processing hundreds of cases month after month, traf-
fic court judges acquire a vast experience. There is there-
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fore reason to expect their decisions to settle into some
pattern. However, and this is the second factor, they do
not have the benefit of feedback, and this has important
consequences. Feedback on the appropriateness of one’s
decisions has been shown to be essential to developing
good strategies (Balzer et al., 1989; Chenoweth, Dowl-
ing, & Louis, 2004; Youmans & Stone, 2005). In partic-
ular, while interactions are often ignored in multivariable
decisions (Dawes, 1979) this is not the case when deci-
sion makers have habitual access to feedback on their de-
cisions and care greatly about the outcome (Bröder, 2003;
Ceci & Liker, 1986). Even if the judges knew what hap-
pened to the offenders they sentenced, they lack a clear
criterion by which to evaluate the quality of their deci-
sion. Judges have little incentive to develop complex de-
cision rules. Yet they surely do not render random judg-
ments. Instead of accuracy, they may strive for an ad-
equate judgment, one that they consider appropriate to
the circumstances and expresses their attitudes about each
case. Yet even if this criterion of adequacy replaces accu-
racy, it is unlikely that the judges attempt to reach the best
possible decision in every case. Since their task is routine
and each case must be quickly dispatched lest the back-
log increase, it is plausible they do not invest as much
care as judges in higher courts, where stakes arehigher
and acquaintance with the offender protracted. They may
also use methods that are less well thought out than if re-
sources were unlimited, motivation high and information
complete.

1.1 Fast and Frugal or Compensatory

The Fast and Frugal approach to decision-making holds
that the use of simpler heuristics does not necessarily ex-
act a cost. The heuristics are purported to provide psy-
chologically plausible cognitive process models that de-
scribe a variety of judgment behaviors and enable the
user to draw inferences or make decisions with a min-
imum of knowledge and computational effort. Among
those heuristics, Take The Best (TTB) (about which more
below) is the most widely studied (Dougherty, Franco-
Watkins, & Thomas, 2008). Based on extensive mod-
eling, its proponents claim that, under appropriate con-
ditions, such heuristics can be as accurate as weighted
linear models, even though they do not exploit all the
information available and are non-compensatory (Czer-
linski et al., 1999; Gigerenzer & Goldstein, 1999). Ar-
guments and analyses related to TTB apply equally to
related but less studied models, such as the Matching
Heuristic (MH), the model that we will examine in de-
tail here.

Although accuracy is not a relevant goal for judges, the
latter may well use such heuristics as a way to achieve
adequacy. The exact relation between TTB and ecolog-

ical validity recently came under scrutiny (Dougherty,
Franco-Watkins, et al., 2008; Dougherty, Thomas, &
Franco-Watkins, 2008; Gigerenzer, Hoffrage, & Gold-
stein, 2008). The conclusion of this clarification process
seems to be that TTB assumes a subjective rank order of
cues (see Gigerenzer & Goldstein, 1996, p. 653), not an
order in terms of their ecological validities (Gigerenzer,
Hoffrage, & Goldstein, 2008). The output of TTB may
then sometimes be seen as expressing subjective pref-
erences, rather than judgments about the best objective
decision. We mentioned the time pressure under which
judges labor. What this means for strategy choice re-
quires careful analysis, as there are at least two ways in
which efficiency considerations may affect it: the choice
of a non-compensatory rather than a compensatory strat-
egy, and the use of selected rather than all the variables.
TTB proceeds in a lexicographic, successive approach.
One variable is considered at a time, and its indication is
followed when it is clear enough. Only if the first variable
fails to point to a conclusion, is the next variable consid-
ered, then the next, and so forth. Thus, TTB does not use
all the variables available, nor does it combine in a com-
pensatory way those that it uses. Bröder & Newell (2008)
observe in their extensive review that the cognitive costs
of running a compensatory strategy may have been over-
estimated, while the principal cost lies in “information
search” (time pressure, memory retrieval, etc.).

Relevant laboratory studies on this issue use a
paradigm derived from category learning. Participants
learn to make correct judgments for a set of real-world
stimuli based on feedback, and are then asked to make ad-
ditional judgments (without feedback) for cases in which
the TTB and the competing model made different pre-
dictions. Lee and Cummins (2004) compared TTB and
the “rational approach” that terminates only when all
available information has been assessed, and found inter-
individual differences in the strategy used. However, the
relevance of such studies is limited by the role of exten-
sive practice, which recent studies show make a major
difference, and by the absence of feedback in our case.
Nosofsky and Bergert (2007; see also Bergert & Nosof-
sky, 2007) found that behavior changed markedly when
overlearning takes place. Performance “skyrocketed,”
and detailed modeling analyses of their RT data suggest
that this success was due to subjects learning to recode the
correlated attributes into “higher order configural cues.”
They then could engage in a series of rule-based tests in-
volving the recoded cues, “much in the spirit of a TTB
process” (see Garcia-Retamero, Hoffrage, Dieckmann, &
Ramos, 2007).

In a study on which we modeled ours to some extent,
Dhami and Ayton (2001) had magistrates evaluate a set
of realistic cases and for each decide whether a defen-
dant should be granted bail. They then compared the
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decisions made by magistrates to two weighted linear
models that integrated all variables, and to the Matching
Heuristic (based on principles similar to the TTB heuris-
tic — see below for its detailed specification). Dhami’s
work (Dhami,2003; Dhami & Ayton, 2001) was criticized
on methodological grounds by Bröder (2002; Bröder &
Schiffer, 2003a, 2003b), who pointed out that the way
the competition between the models was set up by Dhami
and Ayton was unfair, because the matching heuristic had
one extra free parameter. We have considered their crit-
icism as well as several additional ones in designing our
study. We view the matching heuristic (MH) and the
linear weighed model (WM) as two families of models,
with several possible realizations defined by the settings
of several design parameters. We varied these parameters
systematically. It is only after selecting the best represen-
tative of each of the two families of models, the ones with
the best combination of parameters, that we will be able
to decide on the relative merits of the two approaches,
compensatory or non-compensatory, to modelling actual
decisions by traffic court judges.

1.2 Modeling approach

We will attempt to determine whether traffic judges’ are
well fit by a model like TTB, whether they use a compen-
satory strategy, how much information they use, and how
complex their decision pattern is. This will be done by
a modeling approach. We will also use cross-validation
of subsets of archival data to ensure reliable findings.
Roberts & Pashler (2000; see also Rodgers & Rowe,
2002), discussing the widespread use of “model-fitting”
in psychological science, have argued that a good fit of
a model, defined as a high degree of successful data re-
construction, does not in itself guarantee a sound infer-
ence about the validity of the model.1 Such an inference
is valid only if the model’s fit is clearly superior to the
fit of other reasonable competing models of comparable
complexity (e.g., using the same number of free param-
eters). Comparative model fit is an approach to theory
testing that assesses the validity of competing theories by
comparing their statistical fit to the data. This approach
was used in many areas in behavioral science in general
(e.g., Cohen, Dunbar, & McClelland, 1990) and in be-
havioral decision making in particular (Ganzach, 1995,
1998; Goldberg, 1970). The approach was also used to
test the validity of Fast and Frugal heuristics, by compar-
ing the fit of models based on the assumption that people
rely on such heuristics in making decisions to the valid-

1Usage regarding the term “fit” is inconsistent. We will use the term
throughout to refer to the proportion of cases correctly predicted by the
model. Other authors use the term prediction for this, and fit to refer to
the deviation between the predictions of a model and a particular data
set.

ity of models based on the assumption that people make
compensatory decisions (Dhami, 2003; Dhami & Ayton,
2001), and the approach has been recommended by Ku-
pec (2006).

One methodological issue that requires particular at-
tention in this context is cross-validation. Certain mod-
els may achieve a better fit than others because they are
closely tailored to the specific data used to set their pa-
rameters. Since one is typically not interested in the fit
of a model to the particular data set used, but rather to
data of the same type in general, cross-validation is the
method of choice. The data must be partitioned into sub-
samples and model building performed based on one sub-
sample, while the others are kept for later use in validat-
ing the initial analysis. Ideally — and this is how we will
proceed — the process is repeated multiple times to in-
crease the reliability of the estimate.

Summarizing, we will attempt to determine the com-
plexity of the decision pattern followed by judges in rou-
tine work in a traffic court as a case study of model-
ing real-life decisions. We will check three aspects of
their decision pattern: Are they using variables individu-
ally or do they extract higher-order interactions; do they
combine them compensatorily or not; and do they ex-
ploit all the information available or use a stopping rule
to decide when to ignore further information. In par-
ticular, we will try to replicate the findings by Dhami
(2003), who found that a simple noncompensatory model
of judges’ decision-making performed better than more
sophisticated and prima facie more plausible models.

2 Method

2.1 Data collection

We obtained permission from the President of the Court
System to consult the archive files on judgments rendered
by traffic judges in a large town in Israel. We obtained
data from two judges in order to compare their judg-
ments. Overall, we collected and coded data concern-
ing 639 closed cases in the two judges (Judge A: 351
cases, Judge B: 288 cases). To gain better understand-
ing of the ecological constraints involved in this setting,
the researchers attended about 60 trials. It is held that
decision makers have poor self-insight (Evans, Clibbens,
Cattani, Harris, & Dennis, 2003) and we would have been
interested to test this by comparing our models with the
judges’ own accounts of how they come to a decision.
Regrettably, both declined to discuss these matters with
us.
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2.2 Variables selection
2.2.1 Predictors

Traffic judges have wide latitude in issuing their verdicts.
From their comments in court, whether addressed to the
public or to the defendants, it was clear that they try to
educate and to deter. They also expressed irritation when
defendants did not show up in court, commented about
their being already punished by having suffered bodily
harm, and so forth. Based on such comments, we selected
the variables they are most likely to consider, beyond the
severity of the offense by itself.

We were interested in the possible interactions between
severity and the other variables. This led us to concentrate
on the following variables for our analysis (the name of
the variable is italicized): Serious (especially serious of-
fences, such as drunken driving), Age, Gender, Ethnic-
ity (Jew or Arab), number of Previous offences, Vehi-
cle (private car, minivan, etc), Hit (whether bodily harm
was inflicted), Hurt (whether the driver him/herself suf-
fered bodily harm), Present (defendant present or absent),
Lawyer (present or absent), Experience (number of years
since obtained driver’s license). Variables that have a nu-
meric value were dichotomized at their median, except
for Age where we dichotomized at age 21, after looking
at the distribution. Many of the other variables applied
only to a small number of cases, and their intersection
with other such variables did not allow any meaningful
analysis.

2.2.2 Punishment

Punishment consists of up to three components: fine im-
position, driver’s license suspension, and jail (normally
offered as an alternative to paying a fine). Each compo-
nent can be more or less heavy. From attendance at the
trials, it was clear that both judges use these components
as interchangeable to some extent. Thus, they might tell
a defendant, “I ought to suspend your license, but since
you need to drive for a living, I will instead . . . ”

We made several ultimately unsuccessful attempts to
determine the best way of weighing the punishment com-
ponents (fine, prison and revocation).2 Since we had no

2Our attempts were as follows:
Expert mean judgment. Our first attempt consisted of determining the
weights implicitly used by several experts, with the intention of attribut-
ing the average of these weights to the judge. Accordingly, we asked
four traffic lawyers to estimate the severity of fifty-four different pun-
ishments composed of various combinations of the three punishment
forms, then extracted the weights of each by multiple regression. Un-
fortunately, these experts turned out to weight the severity of these com-
ponents so differently from one another that there was no basis to use
the mean of their coefficients as an estimate of the judges’ weights.
Canonical correlation. Another attempt to extract the weights was to
use canonical correlation. Canonical analysis is a procedure for assess-
ing the relationship between two sets of variables. One set was formed

principled way to determine how the judges weighted the
three components while determining the punishment of
the offenders, we ended up using weighing the compo-
nents equally for all of the components. The weights used
in this study are presumably not those used by the judges,
but, absent a better way of determining the latter, our ap-
proach is reasonable. Accordingly, we standardized the
three components, summed them, and standardized the
sums. This provided us with a numeric index of severity.
For purposes of model testing we split this index at the
median to create categories of punitive and nonpunitive.

3 Results

The distribution of the predictor variables was as fol-
lows: Among the offenders, there were 119 Arabs and
515 Jews; 512 Males; Average age = 34 (SD=13); Pre-
vious offenses = 6 (11); driving experience = 12 (10). In
the incident that brought them to court, 289 drivers were
themselves hurt, in 517 cases the driver hit someone else,
the driver showed up on 431 occasions, and a lawyer ap-
peared in court on 223 occasions. The files contained
some additional information that we did not use, such as
the defense pleas, economic status, etc.

Using the equal weights index, judges did not differ
much in their overall severity. Judge A meted out on av-
erage a punishment of –0.16 and judge B of 0.19. (Recall
that punishment severity was standardized with mean=0
and s.d.=1.) Across judges, licenses were suspended on
average for 0.7 (0.7) months, a fine of 950 (513) shekels,
that is, about USD 250 (USD140) was imposed, and they
were condemned, at least nominally, to 8 (11) months in
prison.

from variables describing the case, and the other consisted of the pun-
ishment components. The procedure calculates sets of weighted means
for each set, and so defines “canonical roots” that replace the original
variables and maximize the variance in one set of variables explained
by the other set. Doing this, we found that the explained variance when
predicting the punishment components roots from the trial data roots
was low (37.2%). The different roots had diverse correlation patterns
with the components of the punishments. In view of the low explained
variance and the structure of correlations disclosed by the procedure, we
concluded that this procedure also failed to find a good set of weights
to combine the three components into a single punishment variable.
Bootstrapping. We also tried a form of bootstrapping, in an attempt to
extract the relative weights the judges gave to the punishment compo-
nents from their own verdicts. Our approach was to try to find pairs of
components that work in tandem. For this procedure to work, one must
assume that when the punishment is less punitive (e.g., women vs. men)
the change in both components reflects the same change in severity (e.g.,
if men had a mean of 750 nis fine and 3 month prison and women had
a mean of 600 nis fine and 2 month prison, we might conclude that 150
nis fine is equivalent to 1 month in prison). We worked with one pair
of components at a time (e.g., prison and suspension, and prison and
fine), and contrasted their values for categorical variables (such as men
vs. women). However, the findings were inconsistent, depended on the
categorical variable, so that, again, we could not to use these weights.
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3.1 The Matching Heuristic (MH)

We will follow and expand on the approach used by
Dhami (2003; Dhami & Ayton, 2001). The Matching
Heuristic may be considered a variant of TTB (Take the
Best). TTB in its classic form aims to force a choice be-
tween two alternatives, and tries to identify a single cue
that will allow it to break the tie. The cues are dichoto-
mous, and the decision maker looks for one of two val-
ues. Consider the decision where one must choose the
more populous of two German cities. The first cue might
be recognition, and the decision maker looks for recog-
nition (rather than for failure to recognize). If one of the
two cities is recognized and the other is not, this breaks
the tie, and the system decides that the recognized city
must be the more populous one. If it applies to neither,
the system makes a decision at random. If the cue applies
to both, another cue is considered. Cues are examined by
some measure of validity. After all the cues have been ex-
hausted, if none was found to discriminate, a random de-
cision is made. The MH has the much same logic (select-
ing one cue at a time, with the cues ordered in advance by
some measure of validity) but it applies to a single case,
and its goal is to decide whether or not to make a given
decision. Further, there is a default decision, such as al-
lowing bail, or not prescribing a certain medication. Cues
are processed in order of validity until one is found that
indicates to take the non-default decision (not allowing
bail, prescribing the medication). Failing that, the default
is chosen.

Specification of the model: Variables are rank-ordered
by their utilization validities. For each case, k variables
are searched in order, for a critical value that indicates a
punitive decision. If a critical value on a variable is found,
search is terminated and a punitive decision is predicted.
Otherwise, search continues until k variables have been
searched, and if by this time no critical value has been
found, a nonpunitive decision is predicted.

Construction of the model: The model considers vari-
ables in succession, and the sequence is determined by
each variable’s utilization validity, defined as the propor-
tion of cases with the “critical value” that were treated
punitively in the modeling set. The variables are dichoto-
mous, and each variable has two possible values. The
critical value for each variable is the value of that variable
that was most frequently [absolutely/ relatively] treated
punitively in the cases in the modeling set. To illustrate,
consider two variables with two values each A (A1 and
A2) and B (B1 and B2). Suppose the proportions of cases
treated punitively are as follows: A1: 30% A2: 50% B1:
75% and B2: 70%. The critical value for A is A2 (since
50%>30%), and that for B is B1 (75% >70%). B has
higher utilization validity than A, since 75%> 50%. As
will be seen below, selecting the critical value advisedly

has significant consequences for the number of variables
that need to be consulted before a decision is made, and
on the validity of that decision. The maximum number
of variables the heuristic searches (i.e., k) is determined
by systematically testing the heuristic’s ability to predict
correctly the decisions in the modeling set where k goes
from 1 to n, the number of variables. The value of k that
yields the greatest percentage of correct predictions is se-
lected.

The specification of the model is not entirely satisfac-
tory as it stands, and some preliminary work must be per-
formed before we can engage in a meaningful compari-
son, which we now describe.

3.1.1 Additional specifications

Absolute vs. relative. The MH examines cues in order
of their usefulness, and this has two aspects: discrimina-
tion rate — that is, how frequently can the cue be used
to make an inference; and utilization validity (UV): the
extent to which the cue, when used, points to the cor-
rect decision. Searching through cues by descending UV
places a premium on accuracy with the potential draw-
back that many cues must be searched through before
a discriminating cue is examined. Newell et al. (2004)
found that, in a simulated stock market environment in-
volving a series of predictions about pairs of companies,
participants’ pre-decisional search strategies conformed
to a pattern that revealed sensitivity to both the validity
and discrimination rate of cues. Rakow, Newell, Fayers,
and Hersby (2005) showed that ecological validity (used
to predict the environment) best predicts which cues are
acquired most often. We will examine which is the best
way to reflect the decisions made by the judges, whether
based on discrimination or utilisational validity.

Consider a dichotomous variable A, for instance Gen-
der. Combining it with Punishment (high/low) yields a 2
by 2 matrix. MH selects one of A’s two values, called the
critical value (e.g., male), and for any given case checks
whether it has that value. However, which value should
be considered the critical one, male or female? Assume
that there are 400 males and 100 females. Assume further
that out of the 400 males, 300 received a severe punish-
ment, and out of the 100 females, 90 did. For the males,
the proportion of defendants who are severely punished is
75%, for the females, it is 90%. Relatively more females
are punished, then, but in absolute terms, more men than
women received a severe sentence.

To understand why this matters, one must realize that
every variable has potentially two different forms, and
one only is used by the algorithm. When the MH consid-
ers the variable Gender, it asks one, and only one ques-
tion, either: “Is it a man?” (and if so, let us be punitive,
since this happened more often than the converse; if not,
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we move to the next variable) or “Is it a woman?”. MH
does not ask both, raising the issue of which question is
better. Dhami (2003) selected “the value of that variable
that was most frequently treated punitively in the cases in
the modeling set.” The example there makes it clear that
by “most frequently” is meant the value that occurs most
often, in the absolute sense: if more men were treated
punitively than women, then the critical value is male.
(The experimental design in the original paper by Dhami
& Ayton (2001) did not require them to choose between
an absolute and a relative definition of the criterion.)

Using the absolute value ensures a frequent relevance
of the rule. If there are many males, and on balance males
receive a severe punishment, then using male as the crit-
ical value does make sense. The rule will provide guid-
ance every time a male is encountered. This absolute ver-
sion minimizes the number of comparisons made before
deciding, allowing the model to function with fewer vari-
ables. Using fewer variables is often presented as an ad-
vantage, on the implicit assumption that there is a cost
to a large number of comparisons. The cost in question
may be in terms of number of steps and consequent du-
ration of the process if the processing is held to be serial,
as in the illustrations usually offered by partisans of the
Fast and Frugal approach, or it may translate into an in-
creased load, if the decisions are made concurrently. Sev-
eral authors (e.g., Chater, Oaksford, Nakisa, & Reding-
ton, 2003; Newell, 2005) pointed out that much cognitive
activity takes place in parallel and without added effort,
especially with well-practiced skills, and view these con-
siderations of costs as unconvincing (Bröder & Newell,
2008).

Alternatively, in selecting whether to test for male or
for female, the model can privilege validity and use the
(relative) proportion of cases treated punitively, and se-
lect as critical value the one with the highest proportion.
If, as in our example, a higher proportion of females than
of males are punished severely, then female is selected as
the critical value to be tested: is it a female? If so, pun-
ish; if not, proceed to the next variable. The rule will be
useful less often, as there are fewer females, but when it
will be applied, the validity of the choice will be higher
than with a rule asking about males. We will compare
the two approaches directly, and will do so together with
another factor to which we now turn our attention: inter-
active variables.

Reflecting interactions. In a laboratory study involv-
ing multi-attribute inference, Nosofsky and Bergert
(2007) found that, with extended training, observers
learned the relations between the attribute interactions
and the criterion variable, and exploited it by recoding the
interacting attributes into emergent configural cues, then
applied a set of hierarchically organized rules based on

the priority of the cues to make their decisions. This find-
ing suggests that it would be best to incorporate such in-
teractive variables before running the simulation. As we
saw, each case file contained about 20 variables, detail-
ing the defendant, the particulars of the offense charged
and the defendants’ responses to the charges. Before
embarking on building models to test how variables are
weighted, we determined whether the variables occurring
in the files were best used as is. Specifically, we consid-
ered that judges might use some form of profiling, and
that their decisions would be affected by combinations
of traits. For instance, a recent report in the media in-
dicated that, whereas Arabs constitute about 20% of the
population in Israel, 37% of the people involved in traf-
fic accidents that caused injuries are Arabs, and a striking
78% of casualties under the age of 19 are Arabs. Accord-
ing to “Green Light,” a NGO fighting traffic accidents,
change must come “from below” by adopting more re-
sponsible driving habits and by increased enforcement by
the authorities (Stern, 28/10/2008). With this in mind, we
selected various sets of variables that, based on judges’
comments in court, might be involved in such interac-
tions. The best set consisted of Age (young or adult),
Ethnic (Jew or Arab), Serious (offenses of special sever-
ity) and Presence (whether the defendant appeared in per-
son in court). For each set of variables, we performed a
log-linear analysis including these four variables with the
dichotomized punishment, and tested successively for the
presence of any interaction of L factors, for L from 2 to
5.3 These are simultaneous tests that all L-Factor interac-
tions are simultaneously zero or, conversely, that there is
at least one significant interaction of that level (see Table
1).

The findings concerning Judge A are presented on the
left side. From the third line, one sees that there are inter-
actions of three variables, and none of a higher order. If
we think in terms of independent vs. dependent variables,
this means that there are second-order interactions, and
none of a higher order. We are only interested in interac-
tions of variables that involve punishment, since these are
the ones that show that cues are combined in deciding on
the sentence. The ones flagged by the log-linear analysis
appear in Table 2. For the cases of Judge B, there are no
interactions beyond the pair-wise ones (see right side of
Table 1). In terms of independent variables, only the main
effects of several variables on punishment are significant.
Judge A does combine variables into a higher order pat-
tern. Certain specific profiles are singled out for special
leniency or severity by Judge A, whereas we found no
evidence of this approach for Judge B.

Since Judge A was sensitive to certain interactions of
independent variables, the next step was to identify what

3Note that a five-way interaction in a log-linear model corresponds
to a four-way interaction of the predictors.



Judgment and Decision Making, Vol. 3, No. 8, December 2008 Complexity of traffic judges’ decisions 673

Table 1: Log-linear analysis of existing order of interactions for both judges. The highest order that is still significant,
indicated in bold, is the order of the interactions existing in the data set.

Judge A Judge B

Order of
interaction

Degrees of
freedom Max. Lik. χ2 p Degrees of

freedom Max. Lik. χ2 p

2 10 111.46 0.000 10 38.39 0.00
3 10 42.22 0.004 10 10.85 0.37
4 5 7.98 0.898 5 2.98 0.65
5 1 1.96 0.903 1 0.045 0.83

specific combinations of values are singled out for le-
niency or severity. We considered that the combination
of cue variables singled out by the judge is the one whose
proportion of punishment differed most from the other
three cells and is, as it were, responsible for the interac-
tion (see Table 2, where those outliers values are in bold).
For the Ethnic-Present, that value was Absent-Arab, for
Ethnic-Born the value was Young-Jew.4

Once introduced, and in keeping with Nosofsky and
Bergert (2007) we used these “interaction” variables ex-
actly like the regular variables. Thus, with the absolute
approach, we selected as critical value either the com-
bination of values itself (e.g., Absent-Arab) or its com-
plement (the other three cases), depending on the abso-
lute number of cases treated punitively by each. For the
relative approach, we selected the proportion of cases
treated punitively. Combining the two manipulations
yields four models: Hierarchical-Absolute (this is the
model used in Dhami, 2003) with the critical value se-
lected by the highest number of cases treated punitively,
Hierarchical-Relative, Interaction-Absolute (interaction
variables added), and Interaction-Relative.

3.1.2 Simulation.

We compared the four models by running 50 simulations
of each. Each simulation consisted in selecting half the
cases at random, and determining from that subset the or-

4Although log-linear analyses are robust, they rely on categorical
variables. Specifically, the severity of the punishment was represented
by a categorical variable and this entails data loss compared to the orig-
inal continuous variable. We ran a regression analysis to check whether
the interactions identified by the log-linear analysis remain significant
when using the original, continuous variable. The regression analysis
showed two significant interactions, Ethnic-Present (F(1,343)=4.275,
p=0.039) and Gender-Born (F(1,342)=8.191, p=0.004). The Ethnic-
Present interaction was significant with both procedures. Examining
the data, we found our sample includes only a single female Arab
driver (Bedouin women rarely drive). Gender-Born (found in the regres-
sion) and Ethnic-Born (found with the log-linear analysis) are therefore
equivalent. Overall, the results from the regression analysis confirm
those of the log-linear analysis.

Table 2: Relative and absolute frequency of punishment
of the interaction variables.

ETHNIC

Absolute number
Percentage

Jew Arab

Young 6 7
14% 70%

Adult 119 37
52% 63%

Present 90 19
45% 46%

Absent 35 25
49% 89%

SERIOUS

Regular Serious
Present 88 21

41% 78%
Absent 54 6

61% 60%

der of the variables, as well as k, the number of variables
that would be involved in the model. We then used these
values to predict the punishment on the remaining cases.
We calculated two indicators for each simulation. The
first was the fit, that is, the proportion of cases where the
punishment computed by the model matched that meted
out by the judge Since the punishments were bisected
at the median, the baseline is fifty percent.5 We further
recorded k, how many variables were used by the model

5The proportion of cases classified as nonpunitive was .506. Differ-
ences in model fit therefore cannot result from differences in the pro-
portion of “punitive” predictions.
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Table 3: Utilization validity of all variables

Order Variable Name
Utilization

validity
Judge A

Utilization
validity
Judge B

1 Absent-Arab 0.89 —
2 Serious 0.73 0.57
3 Young-Arab 0.70 —
4 Ethnic 0.64 0.53
5 Present 0.61 0.51
6 Born 0.54 0.56
7 Experience 0.53 0.55
8 Hurt 0.52 0.54
9 Hit 0.52 0.55
10 Previous offense 0.51 0.56
11 Lawyer present 0.51 0.57
12 Gender 0.51 0.52
13 Private Vehicle 0.50 0.53

for each simulation.
Both manipulations affected fit significantly. For

presence of interaction variables, mean fit without in-
teractions: 0.59; with interactions: 0.60 (SS=0.003,
F(1,196)=5.3, p=0.02, SSError 0.118). For relative ver-
sus absolute, mean fit absolute: 0.57; relative: 0.61
(SS=0.082, F(1,196)=135.7, p<0.0001). The intererac-
tion between them did not approach significance. The
number of variables used (k) for each condition is shown
in Table 4. Both main effects are significant: inclu-
sion of interaction variables (F(1,196)=11.87, p<0.001)
and absolute/relative (F(1,196)=187.712, p<0.001). The
interaction between them was significant too (F(1,
196)=6.991, p=0.008). Summarizing these findings,
more variables were used when interaction variables were
introduced and when the critical values were selected by
relative frequency, and both changes improved the fit.

We found that the best-fitting exemplar of Matching
Heuristic uses interaction variables. Further, it uses a rel-
ative ordering of cues. These results invite the following
interpretation. MH is noncompensatory. Cues are rank
ordered, and the heuristic goes over the cues one by one
until it finds one, C, that allows it to take a decision. That
decision is final. Lesser ranking cues, that would have
been consulted if C had not settled the decision, are not
consulted and cannot modify the decision. To achieve a
good fit, it is therefore well to use cues with high utilisa-
tion validity early on, even if their discrimination rate is
not very high. This way, earlier rules apply to few cases,
but when relevant and applied, they mostly yield a valid

Table 4: Mean number of variables used (k)

Absolute Relative

Interaction variables included 1.18 3.32
No interaction variables 1.18 2.56

decision. Cases that remain undecided by the earlier cues
may still be correctly flagged by later ones. The abso-
lute approach, by contrast, entails that the decision is of-
ten made early in the ordering by rules that have lower
utilization validity. When relative frequency is used, on
average, more cues are considered in coming to a deci-
sion than with the absolute version, but that decision will
more often be correct.

3.2 The Weighing Model (WM)
Specification of the model. Variables are differentially
weighted. For each case, variable values are multiplied
by their weights and then summed. If the sum is equal to
or greater than a threshold value, then a punitive decision
is predicted. If not, a nonpunitive decision is predicted.

Construction of the model. Variable values are coded
as 0 or 1 (for example, females were coded as 0 and males
as 1 for the gender variable). A threshold value for pre-
dicting a punitive decision is established by averaging the
sum of all such variables values over the cases in the mod-
eling set. The weight for each variable is determined from
the modeling set by calculating for each variable value the
proportion of cases treated punitively, comparing the pro-
portions for the different variable values, and then taking
the greatest proportion as the weight for the variable.

As may be observed, the relative version for cue
weighing is used for the weighing model (WM). This is
indeed the only version that makes sense for this family
of models, since the weighed sum it computes for each
case involves always the same number of variables. The
argument in favor of using the absolutes version for MH,
namely that it allows to consider fewer variables, does not
apply here.

Additional specifications. The specification of the two
models is not yet entirely satisfactory as it stands, and
we must clear two more hurdles before comparing the
MH model and the WM (Weighing Model). First, Bröder
(2002; Bröder & Schiffer, 2003a, 2003b) criticized how
the comparison was set up by Dhami (2003; Dhami & Ay-
ton, 2001), pointing out that MH was allowed to select the
optimal number of variables it would use after comparing
all the possibilities. This gave it an extra free parameter
over those of the Weighing Model (WM) that always used
all the variables. To ensure a fair comparison and assess
the significance of this criticism, we simulated the weigh-
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Figure 1: Fit of the six models for the generalization set, and for the practice set. Bars indicate 0.95 confidence interval.

ing algorithm both ways: using all the variables, as done
by Dhami, but also allowing WM to select the best per-
forming set of k variables. As with MH, the maximum
number of variables the heuristic searches (k) is deter-
mined by systematically testing the heuristic’s ability to
predict correctly the decisions in the modeling set, where
k goes from 1 to n, the number of variables. The value of
k that yields the greatest percentage of correct predictions
will be selected.

Further, the weighting of cues in WM must be exam-
ined more closely. The issue here is distinct from one we
discussed and settled above, and involved selecting, for
each variable, the value considered critical (i.e., should
we ask about the defendant being a male, and if so mak-
ing a decision, or about the defendant being a female?).
We are concerned about the relative weights of the cues,
for the WM model, or the order in which the variables
will be considered by MH. Dhami ordered (for the MH
model) or weighted (for the compensatory model) the
variables by the proportion of punitive decisions for the
critical value. An alternative would be to use the differ-
ence of proportions of punitive decisions between critical
and noncritical cue value, a property we will call sensi-
tivity. This alternative approach fits plainly the logic of
the weighing algorithm, which is to give more weight to
those variables that provide a more valid indication. It is
less clear a priori whether this approach would also help
or possibly hinder the MH model.

To illustrate, suppose the variables are A and B, and
the proportion of cases treated punitively are A1: 30%

A2: 50% B1: 75% and B2: 70%. The critical value
for A is A2 (since 50%>30%) and that for B is B1 (75%
>70%). The sensitivity values would be 20% for A (50%-
30%) and 5% for B (75%-70%). If the variables are
weighted/ordered by the proportion of punitive decisions
for the critical value, for A, this would be 0.50 and for
B it would be 0.75, and B would be used before A, or
weighted more heavily. If sensitivity is used instead, A
would weight four times as much as B, and with the MH,
it would be tested first.

All told, then, we compared 3 X 2 models: (1) Weigh-
ing Model with the optimal number of variables, (2)
Weighing Model with all variables included, and (3) the
Matching Heuristic (with optimal number of variables).
Each of these basic models was modelled for two vari-
ants: weighting/ranking the cues according to sensitivity
and by the hit ratio or the critical cue value.

3.3 Comparing the two models
Having selected the optimal MH model (including inter-
active variables and using a relative selection of the criti-
cal value), defined the parameters of the Weighing Model
(all the variables, or only the k best ones), and specified
the two ways to weight/order the variables (sensitivity or
hit rate frequency), we are at last ready to compare the
models.

We ran the simulations as in the previous section, and
performed 50 simulations and cross-validation of each
model. Figure 1 shows the results. The left panel presents
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the findings on the fit for the generalizations sets. Fit
was defined as the proportion of cases correctly predicted
by the model, and the judge’s classification of each case
(nonpunitive vs. punitive) was defined by a median split
on the punishment measure. The interaction of Model (3)
x Evaluation method (2) was significant (F(2,98)=9.2; p =
0.00023). A post hoc Neuman-Keuls test showed that the
only value to depart significantly from the rest is the MH
model with variables ordered by sensitivity. The hit ra-
tio is indeed the evaluation method of choice for the MH
model. The right panel of Figure 1 shows the fit values
for the six models on the practice set. Comparing the two
panels, it is seen that the Weighing Model with optimal
number of variables is less robust than the other two.

While the differences in fit for the generalization set
are mostly insignificant, the differences in k are huge.
The Matching Heuristic uses less than two variables on
average (1.70 when selected by hit ratio, 1.18 when se-
lected by sensitivity) while the weighed model requires
from 6.14 (sensitivity) to 8.90 (hit ratio). An ANOVA
showed that both main effects of Evaluation method
and of Model are hightly significant, as is their inter-
action F(1,49)=14.112, p=.00046. a post-hoc Neuman-
Keuls test indicated that the choice of evaluation function
does not significantly affect the MH, while all other val-
ues were found to differ significantly from one another
(ps<.0001). As anticipated, using sensitivity rather than
hit ratio to weigh and select the variables is more efficient
for the Weighing Model. The same change makes a much
smaller and statistically non-significant difference for the
MH.

4 Discussion

We set out to analyze the complexity of the decision pat-
tern followed by professional judges in routine sentenc-
ing in a traffic court, as a case study of modeling real-
life decisions made by experienced professionals, and the
adequacy of the Matching Heuristic approach to model
it. Specifically, we tested the claims by Dhami (2003),
who found that the Matching Heuristic is superior to the
weighing Model, in a comparable setting.6

A preliminary question we asked was whether the
judges use variables separately or extract higher-order in-
teractions. We did find second order interactions of pre-
dictors for one judge, and indeed the largest utilization
validity was for the interaction variables; the other judge
did not have any use for them. On the remaining eleven
cues, there was no correlation between the judges in the

6The first study by Dhami & Ayton (2001) concerned decision made
by magistrates, most of whom were lay people. They too work under
constraints such as time pressure, but the legal procedures, guidelines,
training, expectations and responsibilities are very different.

utilization validity (r=0.07, p=.84, see Table 3 above).
This confirms the lore about these judges, as told to us
informally by the lawyers. The addition of interactive
variables, licensed by a suitable log-linear analysis, con-
tributed significantly to the goodness of fit.

Comparing models such as the Matching Heuristic and
the Weighing Model is more complex than might seem.
When MH is used the way it was by Dhami (that is,
with an absolute determination of the critical values), and
compare it with the proper way to weigh variables for the
WM (meaning, with variable weights determined by sen-
sitivity), WM fares significantly better (LSD test p=.003).

To compare meaningfully the two approaches, how-
ever, we must give the models their full chance — and
this means selecting the critical value by using relative
rather than absolute frequency. No reason was ever of-
fered to support the latter approach. When this is done,
MH produces as good a fit as WM. Our simulations fur-
ther show that the specifications of the Matching Heuris-
tic are coherent: using the hit ratio to rank order the cues
with the MH modell leads to the best fit without affecting
significantly the number of variable used, whereas using
sensitivity to rank order the variables impairs the fit. Sim-
ilarly, the use of sensitivity to weight the cues, rather the
hit ratio as done by Dhami, enables the Weighing Model
to rely on fewer cues without significantly affecting fit.
Finally, while allowing the WH to select the optimal num-
ber of variables (as suggested by Bröder, 2002) does not
improve the fit, it does allow for fewer variables without
impairing it, making for a more efficient algorithm.

Under optimal conditions, the fit of the best exam-
ple of the two models was close. While the compen-
satory weighing model was slightly superior, the differ-
ences were not statistically significant. Further, when al-
lowed to select the optimal number of variables to use, the
Weighing Model relied on many more variables than the
Matching Algorithm. When proper methodological pre-
cautions are taken, then, we did not reproduce the find-
ing by Dhami (2003), who found the matching heuris-
tic (MH) model superior in modeling bail granting deci-
sions, or those of Smith and Gilhooly (2006) in model-
ing depression treatment. Yet it is remarkable that using
only a fraction of the variables and combining them non-
compensatorily, that model obtained virtually as good a
fit as the Weighing Model in our simulations.

There is by now a large literature concerning the Fast
and Frugal approach to decision making, in particular
comparing TTB to other approaches, on the basis of labo-
ratory work (e.g., Bröder & Newell, 2008) and analytical
studies (Gigerenzer, 2008; Hogarth & Karelaia, 2007).
These reviews make it clear that the appropriateness of
a heuristic is very much dependent on the details of the
case, including such variables as information costs, time
pressure, memory retrieval, stimulus formats, or intelli-
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gence. Naturalistic studies are rarer. The present study
examined one case in detail, with attention to the various
parameters that may affect the success of each family of
models. Further research, both naturalistic and experi-
mental, is required to generalize and qualify its findings.
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